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Anonymous Referee #2

General reply: We thank the referee for the comments and appreciate the work which
was done referee to increase the quality of the manuscript. We reply to all the raised
points and also followed the recommendation to show the phases of the tides as well as
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for the solar cycle effects. This requires rather substantial text edits in some parts of the
manuscript. We appreciate this reviewer comments as it makes this work a much more
complete reference on long term MR observations and climatologies of atmospheric
waves.

A revised version of the manuscript can be found in the appendix.

Specific comments:

page 2, l 14-20: In the presentation, stationary and traveling PWs are confused. Land-
sea differences mainly force SPW, but traveling PW can be formed by other mecha-
nisms. Energy transport is mainly due to breaking waves. And of course SPW cannot
be seen by single radars. Reply: Thanks for the comment.

We reformulated the part: Large scale PWs are primary formed in the troposphere by
topography and diabatic heating. They influence the general circulation by transferring
warm air from the tropics to the poles and by returning cold air towards the tropics.
Planetary waves with periods of 2, 5, 10, and 16 days and their role in dynamical pro-
cesses within the MLT and regions above and below have been frequently discussed
in literature (e.g., Iimura et al., 2015; Egito et al., 2016; Matthias and Ern, 2018).

Page 3, l 14-15: “To estimate the PWs...”This sentence is rather confusing here. GW
are calculated as residuals from the tidal fit. Please state this clearly. PW are described
later, remove this here.

We modified the text: The gravity wave activity is the residuum, which includes all
fluctuations different than tides and planetary waves.

The estimation of the planetary waves follows in the section “Adaptive spectral filtering
of time series”.

Page 3: l 18-25: This paragraph comes somewhat unmotivated here. It should be
moved up, e.g. before the discussion of Figure 1.
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Reply: Thank you for the comment. We moved the part before the discussion of Figure
1.

Page 5, l 19: did you apply a fit with 12 and 24 hrs, or with 3 components according to
Eq.1 and just did not show the terdiurnal component? Please clarify.

Reply: We apply the fit for all three tidal components, but within this study the gravity
wave residuum includes the terdiurnal component.

We added to the text: The ASF provides a wave decomposition of our original ob-
served time series into a daily mean wind, a diurnal and semidiurnal tide as well as
a gravity wave residuum with an hourly resolution. Here, the gravity waves residuum
also includes the terdiurnal tidal component.

Page 6. l 14-16: This is unclear to me. Phase delay can be analyzed with lagged
correlation, and I also do not see why an 11-year fit provides more physical insight
than a regression.

Reply: We rephrased this paragraph as this sentence could be misunderstood. The
second reviewer also made a comment on this paragraph. However, we agree that a
lagged correlation in a multi-regression analysis would work similar than the sinusoidal
fitting approach. The main reason for introducing a time or phase delay by using solar
proxies is given in Kilcik et al., 2017, who investigated the time lagging between differ-
ent solar and geomagnetic proxies. They identified some phase delays between F10.7
and the geomagnetic indices and the solar wind. However, such a detailed analysis is
beyond the scope of the submitted paper, but maybe worth for a future investigation.

We modified the text into: The LTC and solar cycle effect are derived by using a linear
trend model plus an 11-year oscillation, which is not tied to the F10.7 solar radio flux
or the sunspot number. Qian et al. (2019) analyzed WACCM-X and wind observations
above Collm (51◦N, 13◦E) and found that the wind signature is less statistical signif-
icant than the temperature response to the solar radio flux. Other studies exploring
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the stratospheric/tropospheric response to solar forcings indicate a more clear depen-
dence (Rind et al., 2008; Salby and Callaghan, 2006; Lu et al., 2017) on solar activity.
At the MLT, the wind seems to be less directly influenced by the F10.7 or sunspot num-
ber. Pokhotelov et al. (2018) found almost no correlation between the occurrence of
mesospheric echoes at mid-latitudes and the solar radio flux (F10.7), but a clear de-
pendence on the occurrence of these echoes due to meridional winds. Further, Stober
et al. (2014) investigated the neutral air density response during the solar cycle 23
and found a phase delay of almost 1 year between the F10.7 proxy and the neutral air
density variation.

Qian, L., Jacobi, C., and McInerney, J.: Trends and Solar Irradi-
ance Effects in the Mesosphere, Journal of Geophysical Research:
Space Physics, 124, 1343–1360, https://doi.org/10.1029/2018JA026367,
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/ 2018JA026367, 2019.

Rind, D., Lean, J., Lerner, J., Lonergan, P., and Leboissetier, A.: Exploring the strato-
spheric/tropospheric response to solar forcing, J. Geophys. Res., 113, D24 103,
https://doi.org/10.1029/2008JD010114, 2008.

Salby, M. L. and Callaghan, P. F.: Influence of the Solar Cycle on the General Cir-
culation of the Stratosphere and Upper Troposphere, Space Science Reviews, 125,
287–303, https://doi.org/10.1007/s11214-006-9064-3, https://doi.org/10.1007/s11214-
006-9064-3, 2006.

Lu, H., Gray, L. J., White, I. P., and Bracegirdle, T. J.: Stratospheric Response to
the 11-Yr Solar Cycle: Breaking Planetary Waves, Internal Reflection, and Reso-
nance, Journal of Climate, 30, 7169–7190, https://doi.org/10.1175/JCLI-D-17-0023.1,
https://doi.org/10.1175/ JCLI-D-17-0023.1, 2017.

Page 7, l 1: Gaussian error distribution. The degree of freedom decreased if there is
an autocorrelation, and this should be the case e.g. through the solar cycle. Please
comment on this.
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Reply: We agree with the reviewer about a potential autocorrelation through the solar
cycle. The applied least square solution or ordinary least squares (OLS) estimator pro-
vides only an unbiased solution, if the Gauss-Markov theorem holds. This requires that
our linear regression model has uncorrelated errors and equal variances. Due to the
full error propagation every month is dominated by its measurement statistics (number
of detected meteors, statistical errors of radial velocities and their spatial distribution).
In our linear regression model all atmospheric oscillations/patter shorter than the solar
cycle and longer than a year are treated as random noise with respect to the Gauss -
Markov theorem. Although our statistics is small, we are confident that the residuals
are uncorrelated and, thus, our fits are close to the OLS solution.

We added the following part: We tested our confidence intervals whether they are
significant by introducing two null hypothesis. The long term linear changes are tested
under the assumption that there is no linear change as null hypothesis, the solar cycle
is tested with the null hypothesis that there is no significant solar cycle. However, it is
also important to note that there could be a potential autocorrelation in our time series
due to the solar cycle. We estimated all confidence levels under the assumptions that
the Gauss-Markov theorem holds and our least square estimators are an unbiased
solution, viz. that the fit residuals are uncorrelated.

Page 8, l 5, Figure 5: The presentation of significance levels is unclear. There are
frequent trend changes from positive to negative, and therefore zero trends, which are
nevertheless indicated as significant. So what is the test hypothesis?

Reply: We thank the reviewer for pointing at this problem. There was a typo in the
plotting routine, which put wrong contours lines on top of the linear change plot. We
apologize for not noticing that before. The significance areas are tested with the null
hypothesis that there is no solar cycle or in the case of linear trends that a constant
model would be sufficient. The corresponding p-values are very often much smaller
than 0.1 and 0.05 corresponding to 90 and 95% significance levels. However, the
drawn contour lines are computed from the error propagation as confidence level. We
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tested whether the corresponding p-value contours match the confidence levels drawn
from the error propagation. We have to note that p-values close to the thresholds, may
should be considered with an own class.

We updated the figures with the linear changes and added the correct contours. Fur-
thermore, we also modified the corresponding text in the manuscript.

Section 4.1, 1st paragraph: it may be worth to note that the seasonal cycle of the
DT differs from the one presented in earlier papers like Portnyagin et al., 2004 or Ja-
cobi 2012 in particular at lower heights, e.g., there is no or only weak spring/autumn
enhancement. Earlier papers frequently used longer time windows for analysis. Differ-
ences then may be explained by strong day-to-day phase changes especially during
summer. I would be interested in knowing whether this is the case.

Reply: We added some discussion how our results relate to the above mentioned
previous studies. While analysing the data, we also investigated the effect of different
epochs out of the complete time series and noted significant differences, which make a
one to one comparison less conclusive. It appears that the time span that is analysed
has a noticeable impact on the results. This becomes also very obvious by inspecting
just the mean wind climatologies presented in Portnyagin et al., 2004. Although the
same instruments are used, the mean wind climatologies already look slightly different.

The second aspect concerns the analysis method. The ASF (adaptive spectral filter)
tends to be more robust to extract the tidal amplitudes for months, with a rapid change
of the phase of the tides. The standard monthly mean vector summation, that is com-
monly used, my underestimate the amplitudes for such months. These phase drifts of
the tides can exceed several hours over a month depending on season. This aspect
requires further investigation. We add paragraph discussing this aspect.

We added to the manuscript: Comparing our climatologies to previous studies reveals
some interesting differences. (Portnyagin et al., 2004; Jacobi, 2012) found a distinct
maximum during the summer months and almost no tidal signature in winter at altitudes
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from 92-98 km. Both studies did also not show the diurnal summer maximum below
82 km. These differences are partly explainable by the different length of the analyzed
time series. Portnyagin et al. (2004) could only use a bit more than 1 year of data
for the Scandinavian climatology. Jacobi (2012) compiled a climatology from 6 years
during solar min conditions. However, the ASF decomposition of tides and mean winds
considering the intermittent behaviour of the diurnal in amplitude and phase may also
play a role.

The diurnal tidal phases are shown in Figure 10. The phases are referenced to a
longitude of 13◦ east. The white contour line labels phase jumps and zero phases.
The CMOR phases are shifted as if they would have been observed at the CMOR
latitude, but at the above mentioned longitude in the European sector. The diurnal tidal
phases show a distinct seasonal pattern and latitudinal differences. Throughout the
year there are substantial changes in the phases at a given altitude, in particular at the
polar latitudes during the winter months, the phases undergo phase drifts of several
hours within a month.

Page 9, l 31, see also discussion and conclusion. Circular polarization means that u
and v have the same amplitude and 90◦ phase difference. The latter is not shown.

Reply: Thanks for the remark. We agree with the referee that the term circular polar-
ization is wrong for this case. After checking the phases, it turned out that there is not
always a phase difference of 90◦.

Additional for the previous point we added Figures regarding phase information for the
diurnal and semidiurnal tides and modified the text.

In the result part for the semidiurnal phase: Figure 14 shows the phase behaviour for
the SDT. The seasonal pattern indicates an asymmetry and rapid phase change during
the fall transition and the winter months. During the spring transition the phases also
are altered, but less prominent compared to the fall and winter time. The phases also
reflect the seasonal asymmetry similar than for the amplitudes of the SDT. Further, it
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appears that latitudinal differences between Andenes and Juliusruh are small, whereas
the phase differences to the CMOR latitude are much more significant. SDT phases
also show continuous phase changes throughout the year. During the fall transition the
phase changes within a month by more than 6 hours at all three latitudes. However,
also the winter time is characterized by drifting SDT phases within a month.

In the discussions: The climatology of tidal phases for the DT and SDT point out that
the tidal phases are not very stable at the MLT and more or less continuously changing
throughout the course of the year. In particular, the rapid phase changes during the fall
transition and the winter months (DJF) for the SDT are critical for many other analysis
using long windows to determine tidal features. Typically, such long windows are used
to separate the lunar tide from the SDT (Chau, 2015; Conte, 2017). However, already
(Fuller-Rowell, 2016) pointed out that the phase stability is highly important in such an
analysis. They found a lunar tide in model data (Whole Atmosphere Model - WAM) as
a result of a drifting phase of the SW2 and TW3 tide during an SSW.

In the conclusions: The climatology of the tidal phases for the diurnal tide and the
semidiurnal tide are not very stable. They change continuously through the year. Espe-
cially, during the fall transition and the winter occur phase changes for the semidiurnal
tide.

< see Figure 1 in the supplements (Fig 9 in the manuscript) > Figure 9: Composites
of the zonal (left) and meridional (right) diurnal phase information for Andenes (top),
Juliusruh (middle) and CMOR (bottom).

< see Figure 2 in the supplements (Fig 13 in the manuscript) > Figure 13: Same as
Figure 9, but for the semidiurnal tidal components.

Page 10, l 10. SSW are connected with mean wind changes at the timescale of days
or few weeks, i.e. in the period range of PWs. So how do you distinguish between
them? This also questions your statement on lines 11/12 that PWs are less strong
during minor warmings.
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Reply: We do not distinguish between the planetary wave activity and the SSW event
as such. However, as planetary waves are the major driver for the development and
the evolution of SSWs, we expect a clear connection between the occurrence of an
SSW and the strength of the PW activity.

The planetary wave activity is estimated as residual of the daily mean winds and cor-
responding mean of a seasonal fit. The seasonal fit represents a model for each day
of the year assuming undisturbed conditions, thus, the seasonal fitting provides a more
robust estimate of the background (undistorted) wind than monthly averages. The sea-
sonal fit provides a robust estimate of the background for all oscillations with periods
shorter than 90 days (next harmonic of the seasonal fit). Planetary waves and SSW
have characteristic time scales of days to weeks and hence should not bias our sea-
sonal background fit.

We modified the text into: The planetary wave activity is estimated as residual between
the daily mean winds, as obtained from the adaptive spectral filtering, and the seasonal
fit shown in eq. (3). The seasonal fit provides a robust estimate of a background wind
field for every day of the year and each wind component. The zonal and meridional
wind residuals can be written as u’ and v’ and are considered as a good proxy of a
planetary wave amplitude. However, this method does not allow to distinguish between
a planetary wave like oscillation and a SSW event, which typically lasts 3-5 days at
the MLT. However, Matsuno (1971) already pointed out that PWs play a major role in
the evolution of SSWs. Figure 15 shows the PW energy. All three locations show
striking enhancements during the winter, especially during years when a major sudden
stratospheric warming (red arrow) takes place. During the years with a major sudden
stratospheric warming event, the PW energy appears to be increased and takes values
of up to 300 m2s-2 in the winter months. Minor sudden stratospheric warmings (green
arrow) show also an increase of the PW energy, but usually weaker than during major
sudden stratospheric warming. Even for the year 2016, where we found an exceptional
circulation pattern at the MLT an enhancement of the PW energy is present Stober et
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al. (2017), although this year did not show the evolution of a typical SSW (Matthias and
Ern, 2018). For the rest of the year, the PW activity is comparatively low, with sparse
enhancements observed at CMOR.

References: Matsuno, T.: A Dynamical Model of the Stratospheric Sudden Warming,
Journal of the Atmospheric Sciences, 28, 1479–1494, https://doi.org/10.1175/1520-
0469(1971)028<1479:ADMOTS>2.0.CO;2, 1971.

Matthias, V. and Ern, M.: On the origin of the mesospheric quasi-stationary planetary
waves in the unusual Arctic winter 2015/16, Atmospheric Chemistry and Physics, 18,
4803–4815, https://doi.org/10.5194/acp-18-4803-2018, 2018.

Section 5: Earlier papers have shown that a possible solar cycle effect can be in phase,
out of phase, or lagged with respect to the solar cycle. So here the phase should be
provided to be able to compare with literature results.

Reply: We computed the phase information of our solar cycle fitting and found a very
complex situation of all the different features we found above. Some of them seem to
be correlated with the solar cycle other features are anticorrelated. Obviously, does the
phase behaviour reflect a complex seasonal and altitude pattern that we also observe
in the solar cycle amplitude plots.

We added a part into the manuscript which describes the phase information for the
solar cycle and we added some figures into the appendix:

The phase information for the solar cycle can be found in the appendix. The phase
is referenced to the year 2002. The yellowish to light orange colour indicate a zero
phase shift compared to the reference year and corresponds to the maximum solar
activity during solar cycle 23 (e.g., F10.7 or sunspot number). Phases that are outside
the 90\% confidence interval are shaded and should not be treated as reliable due to
the weak signal. The phase behaviour itself seems to be rather complex and depends
on season and altitude. The phase pattern of mean wind shows also a strong latitude
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dependence in both wind components. Only the winter season exhibits similarities in
the response to the solar cycle of the sun with respect to the phase behaviour. There
is a certain coherence of the phases between the latitudes in particular for the semid-
iurnal tide, which indicates a pronounced phase offset between September/October
and December/January, which requires further investigation. However, the diurnal tide
is basically only affected at the CMOR station and shows phases close to zero cor-
responding to a more or less direct response to the solar forcing. A more detailed
discussion of the phase behaviour and the potential causes requires modelling and is
beyond the scope of this paper.

We further added the following part into the conclusions:

- DT and SDT phases show a characteristic seasonal behaviour. The temporal evo-
lution of the phases indicates continuous changes throughout the course of the year.
SDT phases show rapid phase changes during the fall transition and at polar latitudes
during the winter months (DJF). The mean phase behaviour as well as the continuous
changes should be considered analyzing the lunar tides.

- Mean winds, DT and SDT show a seasonal dependent solar cycle effect and consid-
erable different seasonal phase responses to the solar forcing. In particular, the SDT
fall transition is characterized by an anticorrelation in September/October to the solar
activity, whereas the winter months (DJF) seem to respond more directly to the solar
forcing (e.g., F10.7 or sunspot number).

The Figures for the phase information of the winds and tides can be found in the ap-
pendix of the manuscript. The not significant areas are shaded.:

Beside the amplitude information of the solar cycle fitting (Figure 18 - 20), we also
computed the phase information. These are shown for the wind component in Figure
A1, for the diurnal tidal phase in Figure A2 and the semidiurnal tidal phase component
in Figure A3. The shaded areas are not significant. It figured out to be a very complex
situation of all the different features as described in Section 5. Some of them seem
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to be correlated with the solar cycle and other anticorrelated. The phase behavior
reflects a very complex time and altitude pattern that also be observed in the solar
cycle amplitude plots.

< see Figure 3 in the supplements; Figure A1 in the manuscript > Figure A1: Phase
information of the solar cycle fit for the wind component. The shaded areas are not
significant.

< see Figure 4 in the supplements; Figure A2 in the manuscript > Figure A2. Same as
Figure A1, but for the diurnal component.

< see Figure 5 in the supplements; Figure A3 in the manuscript > Figure A3. Same as
Figure A1, but for the semidiurnal component.

Minor issues: General reply: We appreciate and adopted the comments regarding the
technical corrections.

Abstract, l7: it is more common to handle the zonal and meridional wind components
separately: ... the south and to the west. Reply: We reformulated “south-west” into
“the south and to the west”

Abstract l 10: The influence of the 11-year solar cycle on the winds and tides is pre-
sented. Please provide the main result here. Reply: We added the following part to the
abstract:

The influence of the 11-year solar cycle on the winds and tides is presented. The mean
winds exhibit a significant amplitude response, for the zonal component below 82 km
during summer and from November - December between 84 and 95 km at Andenes
and CMOR. The SDT show a clear 11-year response at all locations, from October to
November.

Page 2, l 27: with the exception of...do you mean "according to“? Reply: Thanks for
the comment. We reformulated the sentence for a better understanding.
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Page 2, l 34: waves restoring→wave ÌĄs restoring Reply: corrected

Page 3, l 12: I assume that T3 = 8 hrs, please add this information Reply: That’s
correct, T3 is the terdiurnal component. We added this information in the text, and also
mentioned that the gravity wave residuum includes the terdiurnal part.

[. . .] Tn takes the values of 24 hours, 12 hours and 8 hours to determine the diurnal,
semidiurnal and terdiurnal tide for each wind component. [. . .] The ASF provides a
wave decomposition of our original observed time series into a daily mean wind, a di-
urnal and semidiurnal tide as well as a gravity wave residuum with an hourly resolution.
Here, the gravity waves residuum also includes the terdiurnal tidal component.

Page 3, l 13: PW → GW Reply: The sentence is correct. For the estimation of the
PWs we take for Tn one seasonal and the remaining residuals are defined as the GW
residuum.

Page 3, l 16: nearly two weeks→ten days Reply: corrected

Page 3, l 28: Stober et al. 2012 does not deal with LTC Reply: Stober et al. (2012)
showed the connection between changes in the neutral density and the prevailing zonal
wind. Therefore it was mentioned here. Nevertheless, to avoid misunderstandings, we
changed the citation into Stober et al. (2014), which sowed LTC of neutral density with
respect to the solar cycle.

Page 4, l 2: Portnyagin et al., 2004 did not investigate LTC, but shows a long-term
climatology Reply: we removed Portnyagin et al., 2004 from the list

Page 4, l 3: Lukianova et al., 2018 did not investigate LTC, but interannual variability, in
particular SSW Reply: we removed Lukianova et al., 2018 here

Page 4, l 5: meridional wind trends by Jacobi et al., 2015 differ between seasons after
2005 Reply: we rewrote this part: From these studies, meteor radar wind observa-
tions show for the last decade seasonal dependent results for the mid-latitudes, with
stronger eastward and southward directed tendencies during the autumn and winter,
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and opposite tendencies during the spring e.g., Jacobi (2015).

Page 5, l 27: benefit is→benefit of Reply: corrected

Page6:, l 4: seasonal→annual Reply: corrected

Page 7, l 25: Jacobi et al. 2015 only showed data at ∼90 km, do you mean Jacobi,
2012? Reply: corrected

Page 7. l 35: 2006→2007 Reply: corrected

Page 8, 2nd paragraph: The description is confusing. Please state clearly to which
month and which altitude you refer to. Reply: we rephrased this part: At Andenes, an
enhancement of the westward directed wind occurs during the begin of the year with
values of up to 0.3 m/s/year, as well as for the summer in the area above the transition
height. After the fall transition, a small enhancement of eastward winds is found, with
values of up to 0.3 m/s/year for the complete observation height. The meridional wind
for Andenes shows a pronounced southward directed wind long-term variability, with
values of up to 0.5 m/s/year above ∼96 km for the winter and above ∼90 km for the
summer. The LTC for Juliusruh is less significant, with changes which correspond to an
eastward directed tendency during begin April and May and westward directed course
below 90 km at June/July. Furthermore, an eastward enhancement below 90 km be-
tween September and November, with values of up to 0.5 m/s is found. The meridional
component of Juliusruh shows tendencies towards south between January and April
and an opposite tendency between May and December. At the location of CMOR,
the strongest significant LTC occurs between April and August with an eastward ac-
celeration of the zonal wind, enhancing the zonal jet above 90 km and weakening the
westward jet below with values of up to 0.5 m/s/year. Meridional winds at CMOR show
a southward long-term variability between 90 and 100 km at the beginning of the year
and some northward accelerations in summer and fall.

Figure 12: again, there are zonal trends indicated as significant. Reply: We modified

C14



the corresponding text a bit to explain the LTC of the SDT more clear.

The LTC for the semidiurnal tides is shown in Figure 12. All three MR exhibit slightly
increasing SDT amplitudes around 90 km almost throughout the whole year. However,
at Andenes and Juliusruh the significant changes emerge above 90 km during the
early winter (November-December) showing a rather strong decrease of the SDT with
amplitudes of 1 m/s/year. Additionally, a significant enhancement of the SDT occurs
during the autumn transition showing an increase of up to 1 m/s/year. This behavior
is not reflected at CMOR. There, it appears that the SDT amplitudes in November
are further increasing in the zonal and meridional component. CMOR also exhibits a
significant increase in the wintertime (December-February) of SDT amplitudes above
90 km.

Reference Portnyagin et al., 2004: provide doi: https://doi.org/10.5194/angeo-22-
3395-2004 Reply: Thanks for the doi, we added it to the literature

Please also note the supplement to this comment:
https://www.ann-geophys-discuss.net/angeo-2019-51/angeo-2019-51-AC2-
supplement.pdf

Interactive comment on Ann. Geophys. Discuss., https://doi.org/10.5194/angeo-2019-51,
2019.
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Fig. 1.
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Fig. 2.
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Fig. 3.
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Fig. 4.
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Fig. 5.
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