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Abstract. The responses of water vapour (H2O) and noc-
tilucent clouds (NLCs) to the solar cycle are studied using
the Leibniz Institute for Middle Atmosphere (LIMA) model
and the Mesospheric Ice Microphysics And tranSport (MI-
MAS) model. NLCs are sensitive to the solar cycle because
their formation depends on background temperature and the
H2O concentration. The solar cycle affects the H2O concen-
tration in the upper mesosphere mainly in two ways: directly
through the photolysis and, at the time and place of NLC for-
mation, indirectly through temperature changes. We found
that H2O concentration correlates positively with the temper-
ature changes due to the solar cycle at altitudes above about
82 km, where NLCs form. The photolysis effect leads to an
anti-correlation of H2O concentration and solar Lyman-α ra-
diation, which gets even more pronounced at altitudes below
∼ 83 km when NLCs are present. We studied the H2O re-
sponse to Lyman-α variability for the period 1992 to 2018,
including the two most recent solar cycles. The amplitude
of Lyman-α variation decreased by about 40 % in the period
2005 to 2018 compared to the preceding solar cycle, resulting
in a lower H2O response in the late period. We investigated
the effect of increasing greenhouse gases (GHGs) on the H2O
response throughout the solar cycle by performing model
runs with and without increases in carbon dioxide (CO2) and
methane (CH4). The increase of methane and carbon dioxide
amplifies the response of water vapour to the solar variabil-
ity. Applying the geometry of satellite observations, we find
a missing response when averaging over altitudes of 80 to
85 km, where H2O has a positive response and a negative
response (depending on altitude), which largely cancel each
other out. One main finding is that, during NLCs, the solar
cycle response of H2O strongly depends on altitude.

1 Introduction

The 11-year solar cycle significantly influences the upper-
atmosphere’s temperature and water vapour (H2O) concen-
tration. H2O is one of the essential minor constituents in
the mesosphere as it is the primary source of chemically ac-
tive hydrogen radicals, influencing the chemistry of all other
chemically active minor constituents (Brasseur and Solomon,
2005; Hartogh et al., 2010). H2O concentration plays an
essential role in the noctilucent cloud’s (NLC) formation.
NLCs are located at about 83 km altitude, consist of water
ice particles, and owe their existence to the cold-summer
mesopause region (∼ 130 K) at middle and high latitudes.
NLCs, also called polar mesospheric clouds, are formed in
an environment where small changes in background H2O and
temperature can lead to significant changes in NLC proper-
ties (e.g. Thomas, 1996; DeLand et al., 2006; Shettle et al.,
2009; Lübken et al., 2009).

In comparison to the lower atmosphere, little is known
about the upper mesosphere–lower thermosphere (MLT, 75–
110 km) due to a lack of observations at these altitudes. NLCs
have been proposed as indicators of trends in background
temperature and H2O concentrations (Thomas and Olivero,
2001). Studying NLC properties provides insight into phe-
nomena occurring at the altitude of NLCs. The 11-year solar
cycle has been considered to cause quasi-decadal oscillation
observed in NLCs (DeLand et al., 2003). NLCs are predicted
to decrease during solar maximum due to increased heating
and photolysis of H2O (Garcia, 1989). However, some recent
studies strongly suggest that the response of NLCs to the so-
lar cycle has been absent from 2002 to the present (Fiedler
et al., 2011; DeLand and Thomas, 2015; Hervig et al., 2016;
Siskind et al., 2013). Hervig et al. (2019), using satellite ob-
servations, found that NLCs had a clear anti-correlation with
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the solar cycle before 2002, and that response has been ab-
sent in recent years. The leading cause of this absence ap-
pears to be the suppression of the solar cycle response of
H2O. Lyman-α (Lyα) radiation is the primary cause of H2O
photolysis and varies by a factor of 2 between solar mini-
mum and maximum (Woods et al., 2000). Understanding the
effects of the solar cycle on H2O is more complicated at NLC
altitudes because of the interaction between NLCs and back-
ground H2O.

NLC growth leads to dehydration at higher altitudes (83–
89 km) as ice particles are formed by consuming background
H2O, and sublimation of ice particles leads to hydration at
lower altitudes as H2O is released here (about 78–83 km)
(Lübken et al., 2009; Hervig et al., 2003). Investigating the
effects of NLCs on the background H2O requires an estimate
of the H2O profile without NLCs. Investigations using satel-
lite observations are limited due to uncertainty in the inferred
background H2O without NLC and vertical resolutions on
the order of a few 100 m. Therefore, using satellite obser-
vations to study H2O at NLC altitudes could yield mislead-
ing results due to biases in the estimated H2O profiles with-
out NLC (Hervig et al., 2015). Hervig et al. (2015) suggest
that, in future studies, one approach to investigate the effects
of NLC on H2O would be to use a detailed microphysical
NLC model. Therefore, for this study, simulations are per-
formed with and without microphysics using the same back-
ground conditions, resulting in an H2O profile with and with-
out NLC. This allows us to investigate how NLC formation
changes the H2O background profile in detail.

We compare the model result to satellite observations pub-
lished by Hervig et al. (2019) to investigate the mechanism
behind the solar cycle response of NLC and H2O. We also fo-
cus on the missing solar cycle response of H2O during recent
years. This paper aims to answer a number of questions. How
does the formation of NLCs affect the H2O profile and the
variation of water vapour with the solar cycle? How do the
solar-cycle-induced temperature and photolysis changes af-
fect the H2O response? Why is the response of water vapour
to the solar cycle nearly absent in satellite observations af-
ter 2005 (Hervig et al., 2019)? Our study is focused on the
core NLC period, i.e. July at 68± 5◦ N. The following sec-
tion describes the modelling framework of this study and dis-
cusses the various model simulations performed. The third
section discusses the mechanisms behind the solar cycle H2O
response, such as the separation of the solar-cycle-induced
temperature and photolysis effects on H2O. Sections 4 and 5
explore the possible reasons behind the missing solar cycle
response. Concluding remarks and a summary are given in
the last section.

2 Model description and numerical experiments

2.1 Model

The modelling framework used in this study consists mainly
of two components: the Leibniz Institute Middle Atmosphere
(LIMA) model and the Mesospheric Ice Microphysics And
tranSport (MIMAS) model (see Fig. 1). LIMA is a non-
linear, global, 3D Eulerian grid point model reaching from
the troposphere to the lower thermosphere which calculates
winds and temperature and is well described in a number
of papers (Berger, 2008; Lübken et al., 2013). The LIMA
model in this study is nudged to reanalysis data from NOAA-
CIRES (National Oceanic and Atmospheric Administration-
Cooperative Institute for Research in Environmental Sci-
ences 20CR; Compo et al., 2011) up to an altitude of 45 km.
The resulting winds and temperatures in the mesosphere and
lower thermosphere (MLT) are then used in MIMAS. The
MIMAS model run was performed for all years with back-
ground wind conditions and gravity wave forcing from a rep-
resentative year (1976).

MIMAS is a 3D Lagrangian transport model specifically
designed for modelling ice particles in the MLT region
(Berger and Lübken, 2015). MIMAS calculates NLC param-
eters from 10 May to 31 August, and it is constrained from
middle latitudes to high latitudes (37–90◦ N) with a horizon-
tal grid resolution of 1◦ in latitude and 3◦ in longitude and a
vertical resolution of 100 m from 77.8 to 94.1 km (163 lev-
els). In this study, the dynamics calculated by LIMA, solar
Lyα, and the initial H2O distribution are the input for MI-
MAS, as sketched in Fig. 1. Below the MIMAS lower bound-
ary, two effects determine the mixing ratio of H2O in the
stratosphere: (i) transport of H2O from the troposphere and
(ii) oxidation of methane (CH4). The oxidation of each CH4
molecule produces two H2O molecules. Methane is nearly
completely converted to H2O in the mesosphere by photo-
chemical processes (e.g. Lübken et al., 2018). MIMAS as-
sumes that transport from the troposphere is constant. The
increase in H2O is primarily through (ii), i.e. due to the in-
crease in CH4 concentration (Lübken et al., 2018). Then,
mesospheric H2O in MIMAS is transported by background
winds, dispersed by turbulent diffusion, and reduced by pho-
tolysis. Hence, we parametrize H2O as a function of CH4
following Lübken et al. (2018) (see Sect. 2). MIMAS makes
use of 40 million dust particles, which can act as conden-
sation nuclei. Dust particles are formed from meteors evap-
orating in the atmosphere (for more details, see Berger and
von Zahn, 2002; von Zahn and Berger, 2003; Killiani, 2014).
These are then coated with ice in H2O-supersaturated regions
and transported according to three-dimensional and time-
dependent background winds, eddy diffusion, and sedimen-
tation. In MIMAS, standard microphysical processes such as
the Kelvin effect determine the nucleation and growth of ice
particles (Berger and Lübken, 2015; Gadsden and Schröder,
1989). For the comparison with satellites, we used model run
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Figure 1. Sketch of the LIMA (green) and MIMAS (blue) models (from Lübken et al., 2021).

A, which includes CO2 and CH4 variations (Lübken et al.,
2018, 2021). We performed MIMAS model simulations with
ice formation turned off and on respectively to investigate the
effects of ice formation on background H2O. In both runs,
the background conditions and model inputs are the same.
The main outputs of the model are the microphysical prop-
erties of the NLC ice particles, such as radius, backscatter
value, and the number density of the ice and dust particles.
More detailed descriptions of the MIMAS model and its pre-
cursors are available in the literature (Berger and von Zahn,
2002; Berger, 2008; Berger and Lübken, 2011; Lübken et al.,
2018, 2021).

2.2 Model simulations

LIMA and MIMAS use daily Lyα fluxes taken from the
LASP Interactive Solar Irradiance Data Center (LISIRD)
as a proxy for solar activity from 1961 to 2019 (Machol
et al., 2019). Lyα (and other spectral band) variations in
LIMA cause atmospheric temperature variations, while Lyα
variations in MIMAS cause photolysis of H2O. In LIMA,
variations of other bands, namely, the Chappius band, Hug-
gins band, Hartley band, Schumann–Runge band, and both
Schumann–Runge continuums, are taken into account. The
parametrization schemes are discussed in more detail in
Berger, 2008 (see Sect. 2.2). Variations of these bands are
parameterized based on Lyα values according to Lean et
al. (1997). Therefore, it is possible to study the effects of the
solar cycle on H2O due to temperature changes and photol-
ysis separately by performing model simulations with con-
stant and varying Lyα in MIMAS and LIMA. We conducted
four model runs, as described in Table 1. We also performed
LIMA model simulations with constant CO2 for runs E, F,
and G to filter out their effects on temperature changes. For
these runs, we use a constant CH4 concentration in MIMAS
to avoid its influence on the H2O profile.

In LIMA, the mixing ratios of CO2 (28–150 km) vary as
function of time (years), while all other trace gases are kept

constant. An increase in CO2 leads to a decrease in temper-
ature in the stratosphere mainly due to enhanced cooling by
CO2 (e.g. Roble and Dickinson, 1989; Garcia et al., 2007;
Berger and Lübken, 2011; Marsh et al., 2013; Lübken et al.,
2013). At NLC altitudes, this cooling leads to an altitude
decrease of pressure levels, referred to as the shrinking ef-
fect (Lübken et al., 2009). For LIMA, we use the long-term
increase of CO2 concentration according to observations at
Mauna Loa (19◦ N, 155◦W).

This study focuses mainly on the recent two solar cycles
from 1992 to 2018. Figure 2 shows the time series of Lyα,
CO2, and CH4 for 1992–2018. The corresponding values of
Lyα, CH4, and CO2 for the years considered for this study
are highlighted. We classify 1992–2005 as period 1 (early)
and 2005–2018 as period 2 (late). Satellite observations of
H2O showed a clear anti-correlation with the solar cycle in
the early period, which was absent in the late period (Hervig
et al., 2019). Certainly, at low and middle latitudes, without
NLCs, one can detect only anticorrelation. For example, in
H2O satellite data averaged over the tropics (30◦ N–30◦ S),
anti-correlation is observed for the late period (Karagodin-
Doyennel et al., 2021). To investigate the missing response
reported in Hervig et al. (2019), we first examined the early-
period solar minimum (1997) and maximum (2002) in more
detail. The solar cycle affects the H2O concentration in two
main ways: (i) through the photolysis of H2O by Lyα and
(ii) through the temperature effect. We distinguish these ef-
fects by performing model simulations with different back-
ground conditions (see Table 1). Namely, in Sect. 3.3, we
discuss the individual roles of solar-cycle-induced photoly-
sis and temperature change on the H2O–solar-cycle response.
Figure 2 shows that the intensity of Lyα radiation during the
late period has decreased compared to the early period, and
the concentrations of increased greenhouse gases (GHGs)
have increased in the late period. The effects of reduced Lyα
intensity and increased greenhouse gas (GHG) concentra-
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Table 1. MIMAS simulations were carried out under different background conditions. The horizontal arrow stands for constant values for
the given year; the vertical arrow is for varying parameters. How Lyα affects H2O is given for each run in the last column.

LIMA MIMAS

Model CO2 Lyα CH4 Lyα Water vapour solar
run T effect photolysis cycle response affected by

effect

A l l l l – Temperature change (Lyα+CO2)
– Photo dissociation
– Varying CH4 (H2O source)

E ↔ l ↔ l – Temperature change
1997 1997 – Photo dissociation

F ↔ l ↔ ↔ – Temperature change
1997 1997 1997

G ↔ ↔ ↔ l – Photo dissociation
1997 1997 1997

Figure 2. Time series of solar Lyα, CO2, and CH4 for 1992–2018.
The corresponding Lyα, CO2, and CH4 values for the solar cycle
maximum and minimum years used for this study are marked. The
CO2 and CH4 values for run A are represented with dots, and for
run E, they are represented with crosses. The study period is di-
vided into period 1 as early (1992–2005) and period 2 as late (2005–
2018).

tion on long-term H2O–solar-cycle response are discussed in
Sect. 4.

3 Results and discussions

3.1 Solar cycle response in ice water content (IWC)

To determine whether the model agrees with satellite obser-
vations, we compared the ice water content (IWC) anomaly
from the model with the satellite observations (see Fig. 3).
IWC anomalies are calculated as follows:

IWCanom = 100% ·
IWCJuly− IWC1981−2018

IWC1981−2018
, (1)

where IWCJuly represent monthly zonal averages at 68◦ N,
and IWC1981−2018 are the averages of IWCJuly over the years
1981–2018. The IWC anomaly for satellite measurements
are from the Solar Backscatter Ultraviolet (SBUV), Halogen
Occultation Experiment (HALOE), Cloud Imaging and Par-
ticle Size (CIPS), and Solar Occultation For Ice Experiment
(SOFIE) instruments. The time series of SBUV and HALOE
data, as shown in Fig. 3, represent 3 years of sliding-averaged
values. For more details on the satellite datasets, see Hervig
et al. (2019). For this comparison, we used the MIMAS run
A, in which the simulations are performed with increasing
concentrations of CO2 and CH4. For the comparison, we
applied the same calculation method to our model data as
Hervig et al. (2019) did to satellite observations, namely,
we used a threshold of 50 g km−3 for integrated water con-
tent because the polar mesospheric cloud (PMC) detection
threshold for SBUV is 50 g km−3 (DeLand and Thomas,
2015, 2019).

We find an anti-correlation between MIMAS IWC
anomaly and Lyα flux throughout the entire period (1981–
2018), with a weaker response in the late period. In satel-
lite observations, SBUV measurements also show an anti-
correlation with Lyα flux until 2005, after which the response
becomes weaker in agreement with MIMAS. The magnitude
of the solar cycle IWC anomaly in SBUV and HALOE is of
the same order as the IWC anomaly in MIMAS. The IWC
anomalies of CIPS and SOFIE do not show a clear response
to the solar cycle. We notice that the year-to-year IWC vari-
ation in CIPS and SOFIE is larger than the IWC modulation
during a solar cycle.

IWC anomalies of SBUV and HALOE correlate well
with MIMAS IWC anomalies before 2005 and progressively
weaken afterwards. Lübken et al. (2009) found a good agree-
ment between NLC parameters calculated by MIMAS and
satellite observations. The general agreement between the
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Figure 3. Time series of July mean IWC anomalies at 68◦ N from
model and satellites based on Hervig et al. (2019). Anomalies for
each dataset are calculated as the difference from their long-term
mean. To reduce year-to-year variability, the time series of SBUV
and HALOE are smoothed using the sliding-average method of win-
dow size 3. Lyα–solar-cycle modulation is shown in the bottom
panel.

main characteristics and trends of the ice layers in MIMAS
and the observations suggests that the microphysical and
photochemical processes in MIMAS cover the main pro-
cesses relevant to NLC formation (Lübken et al., 2009).

3.2 Effect of NLC on water vapour (H2O)

We calculated the zonal mean monthly averaged vertical pro-
files of H2O and temperature to investigate the impact of
NLC formation on the H2O profile. Figure 4 shows the verti-
cal H2O profile averaged for July at 68◦ N latitude and given
at pressure altitudes zp =Hp ln(p0/p), where p is the pres-
sure of the model level, p0 is the pressure at the surface, and
Hp = 7 km is the pressure scale height. This figure illustrates
the effect of NLC formation on the background profile of
water vapour since the H2O profile with NLC differs from
that without NLC. In the presence of NLC, there is a reduc-
tion in the water vapour mixing ratio (dehydration) between
83–90 km, i.e. in the region where the saturation ratio of wa-
ter vapour is larger than 1. An enhancement in water vapour
(hydration) is observed at altitudes between 79–83 km, where
the saturation ratio of water vapour is smaller than 1. An en-
vironment with a water vapour saturation ratio larger than 1
is supersaturated, meaning ice particles can grow under these
conditions, whereas a saturation ratio lower than 1 leads to
ice sublimation. The degree of saturation depends on the
background atmosphere’s H2O concentration and tempera-
ture. Ice particle formation starts at higher altitudes, where
the temperature is the lowest, and then it sediments down-
ward. During sedimentation, the ice particles grow by con-
suming H2O from the surrounding background, which de-
creases background H2O concentration. Then they approach
a region with a saturation ratio smaller than 1, where they

Figure 4. Zonally and monthly averaged H2O and temperature pro-
files for July at 68◦ N from MIMAS with and without NLCs. The
doted red line represents frost point temperature. The blue lines
show the background H2O concentration with NLC, and the yel-
low lines show the H2O concentration without NLC.

sublimate, releasing the water vapour. This is the so-called
freeze-drying effect well discussed in a number of papers
(Hervig et al., 2003; Lübken et al., 2009; Bardeen et al.,
2010). The results in Fig. 4 illustrate the freeze-drying ef-
fect described above and also indicate that the effects of NLC
on H2O are not present below ∼ 79 km and above ∼ 97 km.
This is the novelty of the results in Fig. 4. This is because
the photochemical lifetime of water vapour below ∼ 79 km
becomes larger than dynamical characteristic times, and dis-
tributions of water vapour become dynamically determined.
Above 97 km, the saturation ratio of water vapour is smaller
than 1; consequently, there is no NLC formation and conse-
quently no effect on water vapour.

3.3 Effect of solar-cycle-induced temperature and
photolysis changes on water vapour (H2O)

We investigate the temperature change between the solar
minimum (1997) and maximum (2002) due to solar irradi-
ance variation and how these changes affect the H2O profile.
Different model runs performed for this study are summa-
rized in Table 1. The differences (solar maximum − solar
minimum) for H2O and temperature profiles are shown in
Fig. 5 for three model runs, namely E, F, and G. In run E,
the solar-cycle-induced temperature change and photolysis
influence H2O concentration. In run F, only the temperature
change caused by the solar cycle affects the H2O concentra-

https://doi.org/10.5194/angeo-41-289-2023 Ann. Geophys., 41, 289–300, 2023



294 A. Vellalassery et al.: Greenhouse gas effects on the solar cycle response

tion, while in run G, only the photolysis caused by the so-
lar cycle affects the H2O concentration (see Table 1). All of
these runs are performed with constant CO2 and CH4 con-
centrations to avoid the effects of increasing GHG concen-
trations on temperature and H2O profiles.

In model run F, Lyα is held constant in MIMAS so the
photolysis of H2O is constant during the solar cycle. How-
ever, Lyα (and other bands) varies in the LIMA model so the
background temperature varies with the solar cycle. There-
fore, the change in the H2O profile during the solar cy-
cle is only due to the influence of the solar cycle on tem-
perature and sequentially on microphysical processes. Fig-
ure 5a shows that the temperature increases during solar max-
imum compared to during solar minimum through the en-
tire altitude range (79–97 km). The difference in temperature
amounts to ∼ 0.5–1.7 K with maximum values at ∼ 95 km.
During solar maximum, increased solar irradiance leads to
greater absorption of solar radiation in the MLT region by
molecular oxygen and water vapour, which heats the back-
ground atmosphere. Temperature differences decrease as al-
titude decreases because the intensity of solar radiation de-
creases due to atmospheric absorption by molecular oxygen
and water vapour. The solar cycle effect in the H2O profile
with NLC (blue line) differs significantly from that without
NLC (yellow line). Without NLC, the H2O profile differ-
ence is nearly zero at all altitudes, indicating that the tem-
perature changes do not significantly affect the background
H2O profile in the absence of NLC. With NLC, the H2O pro-
file difference is positive in the altitude range of 82–87 km
and slightly negative in the range from 79–82 km. The atmo-
sphere is warmer during solar maximum; therefore, the ice
formation rate is lower during solar maximum. When the ice
formation rate decreases, the amount of water vapour con-
sumed from the background decreases; hence, more H2O
is left in the background during solar maximum compared
to during solar minimum, resulting in a slightly positive re-
sponse at NLC-forming altitudes above 83 km. Below that
altitude, the slightly negative response is due to reduced ice
formation in the nucleation region during solar maximum,
which decreases H2O released at ice sublimation altitudes.
The positive difference peak at ∼ 83 km is located near the
bottom of the H2O-saturated zone. Ice formation and subli-
mation are more sensitive to an increase in background tem-
perature in this zone (where the degree of saturation is close
to 1) because, at these altitudes, the background temperature
is almost equal to the frost point temperature so an increase
in background temperature critically changes the degree of
saturation. The change of the background temperature in a
region where it is significantly lower than the frost point tem-
perature is not critical for the degree of saturation. Overall,
the temperature variation due to the solar cycle causes a posi-
tive H2O response to the solar cycle at ice formation altitudes
and a slightly negative response at ice sublimation altitudes.

In model run G (Fig. 5b), we consider only the effect of
solar-cycle-induced Lyα variation on water vapour photoly-

sis. The background temperature is held constant. Photolysis
of H2O by Lyα radiation molecules mainly produces atomic
hydrogen (H) and hydroxyl (OH) in the upper atmosphere
(∼ 90 %) and, to a lesser extent, O(1D) with molecular hydro-
gen (∼ 10 %). The photolysis rate is higher during solar max-
imum due to the increased Lyα flux caused by the increased
solar activity. Without NLC, the difference in the H2O pro-
file is negative at all altitudes (yellow line), indicating that
the background H2O is reduced during solar maximum due
to increased photolysis. Figure 5b shows that the negative
response peaks at an altitude of ∼ 87.5 km. The solar cycle
effect on the photolysis of H2O decreases above 87.5 km be-
cause the water vapour mixing ratio decreases with increas-
ing altitude. The solar cycle variation of the photolysis effect
decreases below 87.5 km because the solar Lyα radiation in-
tensity decreases.

With NLC (blue line), the H2O difference between the so-
lar maximum and the solar minimum is essentially negative
at ice sublimation altitudes (below∼ 83 km) and negligible at
higher altitudes (above ∼ 85 km). This is due to the redistri-
bution of the H2O profile during NLC formation (freeze dry-
ing). During solar maximum, the background H2O concen-
tration available for ice formation is reduced due to enhanced
photolysis. The lower H2O availability during solar maxi-
mum results in lower ice formation and, thus, lower H2O re-
lease during sublimation, leading to lower hydration in the
sublimation zone. For this reason, the solar cycle variation of
the photolysis effect is more pronounced at sublimation alti-
tudes. Above 85 km, the effect of photolysis, in the case with
NLC, is minimal because of the lower availability of H2O
due to dehydration by NLC.

Figure 5c shows a combination of both effects, namely
the solar-cycle-induced temperature change and photolysis
effects on H2O. Without NLC (yellow line), the H2O pro-
file shows a negative response at all altitudes, peaking at
∼ 87.5 km similar to run G (Fig. 5b, yellow line). We found
that the variation of temperature has an almost negligible ef-
fect on the H2O in the absence of NLC (see Fig. 5a, yellow
line) so the negative response of water vapour without con-
sideration of microphysical processes (yellow line on Fig. 5c)
is mainly caused by the photolysis effect. With NLC (Fig. 5c,
blue line), the combined effect of temperature and photoly-
sis has a slightly positive response to water vapour in the
ice formation zone (83–89 km) and a negative response in
the ice sublimation zone (80–83 km). The slightly positive
response is caused by the temperature modulation, and the
negative response is primarily due to the photolysis modula-
tion throughout the solar cycle.

The study proves that the water vapour response to the so-
lar cycle is affected by the re-distribution of water in the pres-
ence of NLC. There may exist regions with positive correla-
tions of water vapour with Lyα when NLC formation occurs.
Without NLC, the water vapour always shows a negative cor-
relation with the solar cycle. When comparing the effects of
solar cycle modulations of temperatures and photolysis on
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Figure 5. The difference in profiles between solar maximum (2002) and minimum (1997) for July mean H2O and temperatures. The blue and
yellow lines represent NLC and non-NLC conditions. In all cases, CO2 and CH4 values are constant, corresponding to 1997. (a) Run F: only
temperature change effects on H2O. (b) Run G: only photolysis change effect on H2O. (c) Run E: both temperature change and photolysis
change effects on H2O.

H2O, the photolysis has a stronger effect on water vapour;
however, the variation of temperature induces a positive cor-
relation of solar irradiance and H2O.

4 Increasing greenhouse gases and reducing solar cycle

This section examines how the increase in GHGs affects the
H2O response to the solar cycle. To distinguish the GHG ef-
fects, we compared the model results with increasing CO2
and CH4 (run A) to the model run with constant CO2 and
CH4 (run E). It is noted already that an increasing CO2 con-
centration leads to a cooling of the middle atmosphere, and
an increase in CH4 concentration leads to an increase in H2O
concentration (see Sect. 2 for details). In Fig. 2, the concen-
trations of CO2 and CH4 increase during the late period, and
at the same time, the peak of the Lyα flux decreases. In order
to filter out the effect of reduced Lyα intensity, we calculated
the H2O response profile per unit of Lyα (1H2O /1Lyα).
Figure 6 shows the result for the first (1997–2002, blue line)
and the second period (2008–2014, orange line) for model
runs E (Fig. 6a) and A (Fig. 6b) respectively. These profiles
show positive and negative responses depending on altitude.
Under the conditions of constant GHGs (run E), the sensitiv-
ity of water vapour to Lyα does not change from the early to
the late period (Fig. 6a). As expected, for the case of grow-
ing methane and carbon dioxide (run A), the sensitivity of
water vapour to Lyα increases during the late period (or-
ange line, Fig. 6b) compared to during the early period (blue
line, Fig. 6b). This is because an increase in CO2 (and conse-

quently, a temperature decrease) leads to an intensification of
microphysical processes and, hence, to the increased freeze
drying. In addition, increasing methane leads to more water
vapour in the upper mesosphere, which also leads to an in-
creased water vapour variation with solar cycle.

To study the effect of a decreasing Lyα amplitude during
the late period (2008–2014), we calculated the ratio of water
vapour absolute deviations between solar minimum and so-
lar maximum for the early and late periods. The amplitude of
Lyα variation is weaker during the late period (∼ 1.14×1011

[phot. cm−2 s−1] per solar cycle) compared to the early pe-
riod (∼ 1.85× 1011 [phot. cm−2 s−1] per solar cycle). The
intensity of Lyα during the late-period solar maximum is re-
duced by∼ 40 % compared to during the early period. As can
be seen from Fig. 7a, the magnitudes of positive and negative
H2O responses decreased during the late period for model
runs with constant GHGs (run E). In Fig. 6a, we found that
the H2O sensitivity to Lyα flux is the same in the early and
late periods for the model run with constant GHGs (run E).
Therefore, the reduced response of H2O during the late pe-
riod in model run E (Fig. 7a) is only due to the reduced solar
Lyα variation. Comparing the late-period H2O response to
the solar cycle from model runs with constant GHGs (Fig. 7a,
orange line) to that from model runs with increasing GHGs
(Fig. 7b, orange line) suggests that both the positive and neg-
ative peak responses are enhanced by increasing GHG con-
centration. Due to the increased solar Lyα flux and green-
house gases, the NLC and water vapour response are ex-
pected to increase during the current solar cycle 25 as the
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Figure 6. H2O response per unit Lyα variations in July at 68◦ N during the years between solar minimum and maximum in the early (1997–
2002) and late (2008–2014) periods. (a) MIMAS model run E with constant CO2 and CH4. (b) MIMAS model run A with varying CO2 and
CH4.

Lyα radiance has already exceeded the peak value of the pre-
vious solar cycle 24.

5 Missing H2O–solar-cycle response

A recent study by Hervig et al. (2019) reported a missing re-
sponse in H2O concentration to the solar cycle after 2005.
In Fig. 8, we compare our model results of H2O anomaly
with the satellite observations. The H2O response is averaged
over the geometric altitudes of 80–85 km at 68◦ N. For this
comparison, we used MIMAS run A, where the increasing
concentration of GHG is considered. The satellite observa-
tions are shown in Fig. 8 from HALOE, SOFIE, and MLS
according to Hervig et al. (2019). HALOE shows a strong
negative response to Lyα (−1.7 ppmv per solar cycle) dur-
ing period 1, but in SOFIE and MLS, the response is almost
absent (+0.2 ppmv per solar cycle) during period 2 (Hervig
et al., 2019). For MIMAS, no clear H2O–solar-cycle anti-
correlation is noticed in the early period, but it was slightly
positive in the late period, in agreement with SOFIE and
MLS satellite observations. To investigate the H2O response
to Lyα variation in more detail, we analysed the vertical H2O
response profile at geometric altitudes similar to the satellite
observations.

Figure 9 shows the vertical profile of H2O response in ge-
ometric altitudes for the model run with constant GHGs (run
E, Fig. 9a) and growing GHGs (run A, Fig. 9b). The mag-
nitude of the H2O response at geometric altitudes (Fig. 9)
differs from that at pressure altitudes (Fig. 7). This is be-
cause the geometric altitude of constant pressure levels is not
constant and varies throughout the solar cycle but also with

time due to increasing GHGs. Therefore, the magnitude of
the H2O response differs when converted from pressure alti-
tudes to geometric altitudes.

We focus on the 80–85 km geometric altitude range
(Fig. 9, shaded region). There are positive and negative H2O
response zones within this altitude range, similarly to Fig. 7.
We calculated the average H2O response over the 80–85 km
altitude range for MIMAS runs A and E, and this is given
in Table 2. For the model run with growing GHGs (run A),
the H2O response averaged over an altitude range of 80–
85 km changed from −0.01 ppm per solar cycle in the early
period to 0.10 ppm per solar cycle in the late period (see Ta-
ble 2). The H2O response in the late period becomes slightly
positive for run A, consistent with the satellite observations
of SOFIE and MLS (see Fig. 8). The vertical profile of the
H2O–solar-cycle response clearly shows that H2O response
to the solar cycle is not completely missing in the late pe-
riod. The missing response in the MIMAS H2O, as shown in
Fig. 8, occurred when averaging over the 80–85 km altitude
range. Figure 9 demonstrates that the H2O response shows
nearly equal positive and negative responses within the 80–
85 km altitude range (shaded region). Therefore, averaging
the response in this altitude range becomes nearly zero as the
positive and negative responses cancel out each other. When
averaging over the altitude range of 80–82 km in the early
period, we receive an H2O response of −0.71 ppm per solar
cycle and an anti-correlation between H2O and Lyα. The re-
sults clearly shows that the small solar cycle response in MI-
MAS is a consequence of averaging over an altitude range
of 80–85 km. It suggests that averaging H2O response over
an altitude range containing positive and negative responses
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Figure 7. H2O response to absolute solar cycle Lyα variations in July at 68◦ N during the years between solar minimum and maximum in
the early (1997–2002) and late (2008–2014) periods. (a) MIMAS model run E with constant CO2 and CH4. (b) MIMAS model run A with
varying CO2 and CH4.

Table 2. The solar cycle H2O response averaged over 80–85 km geometric altitude at 68◦ N for model runs A and E.

Model run 1H2O (ppm)/solar cycle (80–85km)

Early period Late period

MIMAS with constant CO2 and CH4 (run E) −0.11 −0.06
MIMAS with increasing CO2 and CH4 (run A) −0.01 0.10

Figure 8. Time series of Lyα and H2O anomalies as monthly av-
erages for July at 68◦ N for the altitude range of 80–85 km from
MIMAS run A and satellites (HALOE and the composite data
(MLS and SOFIE)). Satellite observations are according to Hervig
et al. (2019). The H2O–Lyα correlation is calculated for the early
and late periods (see inlet).

may not provide a detailed understanding of the H2O–solar-
cycle response.

6 Conclusions

In this study, we used our ice particle model MIMAS along
with the atmospheric dynamics model LIMA to investigate
the response of H2O to the solar cycle from 1992 to 2018. We
investigated how NLC formation affects vertical H2O pro-
files by running model simulations with and without micro-
physics. NLC formations are shown to redistribute H2O pro-
files by consuming H2O from the background at ice-forming
altitudes (dehydration) and releasing it at ice-sublimating al-
titudes (hydration), which is known as the freeze-drying ef-
fect. To investigate the missing solar cycle response in satel-
lite observations reported by Hervig et al. (2019), we divided
the entire study period into an early period (1992–2005) and
a late (2005–2018) period. We first investigated how the Lyα
variation affects the H2O profile between solar minimum and
maximum in the early period. The solar Lyα variation af-
fects the H2O concentration at NLC altitudes mainly in two
ways: through the effect of temperature change and through
the effect of photolysis. To distinguish these two effects, we
performed additional model simulations with different back-
ground conditions (see Table 1). We found that the modula-
tion of water vapour, which comes through the temperature
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Figure 9. H2O response to absolute solar cycle Lyα variations in July at 68◦ N during the years between solar minimum and maximum in the
early (1997–2002) and late (2008–2014) periods represented in geometric altitudes. The shaded region represents the altitude range used for
calculating an average solar cycle response. (a) MIMAS model run E with constant CO2 and CH4. (b) MIMAS model run A with varying
CO2 and CH4.

changes with the solar cycle, causes a slight positive H2O
response at ice-forming altitudes and a negative response at
ice-sublimating altitudes. The solar cycle photolysis effect
has only negative responses to the H2O profile, and this re-
sponse dominates at ice sublimation altitudes with NLC con-
ditions. Our results for the case of photolysis effect only are
supported by previous simulations, which also suggest that
freeze drying significantly reduces the potential effect of Lyα
photolysis on H2O above 82 km, while the effect is enhanced
at 80–82 km, where ice particles sublimate (von Zahn et al.,
2004; Lübken et al., 2009).

To the best of our knowledge, we have for the first time
identified a positive response of water vapour to Lyα varia-
tion in the MLT region, which is due to microphysical pro-
cesses. It was assumed for a long time that water vapour
only anti-correlates with the solar cycle at mesopause alti-
tudes (e.g. Sonnemann and Grygalashvyly, 2005, and ref-
erences therein). We should note that, in the Martian atmo-
sphere where microphysical processes play a crucial role in
water vapour distributions through the entire atmosphere in
all seasons (e.g. Shaposhnikov et al., 2018), this effect may
be important.

We have made a comparison between the model and satel-
lite observations of the H2O response to the solar cycle av-
eraged over an altitude range of 80–85 km. The satellite ob-
servations from HALOE show a strong anti-correlation with
the solar cycle in the early period, but the model shows a very
small response in both the early and late periods. The vertical

H2O response profiles from MIMAS show that, within the
80–85 km altitude range, the positive and negative responses
are almost equal in magnitude and symmetric. Therefore, av-
eraging the response over this altitude range reduces the over-
all response in the model as positive and negative responses
cancel each other out.

We also investigated the role of increasing GHGs in the
H2O–solar-cycle response. From the early to the late period,
there are mainly two factors that affect the long-term H2O
solar cycle response: increasing CO2 and CH4 concentra-
tions and the lower intensity of the solar cycle (see Fig. 2).
We found that increasing GHG concentration increased the
H2O response to Lyα. The Lyα intensity during the late solar
maximum decreased by 40 % compared to during the early
solar maximum. Therefore, the overall response of H2O to
the solar cycle is also decreased in the late period. It should
be noted that our results have limitations as they use con-
stant dynamics for all years. We are looking forward to a new
gravity-wave-resolving model for the investigation of the ef-
fects on changing dynamics due to changing GHGs and solar
activity.

Data availability. The satellite data shown in this paper are
reproduced from the paper by Hervig et al. (2019). Lyman-α
data are available at https://doi.org/10.25980/ZR1T-6Y72 (Machol
et al., 2023) from LASP. The data utilized in this paper can be
downloaded from https://www.radar-service.eu/radar/en/dataset/
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