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Assessment of alter native calibration methods

S1. Introduction

Two alternative calibration methods were consideoedtfe Jason-2 receiver calibration. Both method®welapted from
ground-based GPS receiver calibrations and have been xisedieely in that context. The Minimum Standard Deviatio
(MSD) method (Valladares et al., 2009) determines avecbias that minimizes the difference among equivaleriica
TEC values, after initial bias corrections associatgith the individual GPS satellites are applied. The REQSelf
Calibration Of Range Error) method uses consistenngitions for calculated Equivalent Vertical Total Elentr@ontent
values at common penetration points to determine théioau GPS receiver and GPS satellite biases (Bishalp, 41994).
The results described here are primarily for simulated,dgenerated using the Parameterized lonosphere Mddgl (P
(Daniell et al., 1995) with the Gallagher (1988) plasmaspmodel (Gallagher et al., 1988). This simulatiorxgeeted to
provide a plasmasphere representation that is suffigi@haracteristic of the plasmasphere for an assassof the
calibration methods.

S2. Minimum Standar d Deviation method

The implementation of the MSD method used here is bas#tearecognition that the unknown receiver bias apeahe
minimization expression in a quadratic form, so that, ligeanly three standard deviation evaluations are reduto
determine the associated parabola, whose minimum deg=ritie receiver bias. (Note that a closed-form salifto the
minimization also exists, but the standard deviationutaion had already been developed for other evaluationsveter,
because this implementation used the GMTmath utility ftoenGeneric Mapping Tools (Wessel and Smith, 1998), with
limited reported precision for the derived parabola adefits, the determination of the minimum can be somewhat
imprecise. This limitation was resolved by evaluating @altil samples for the parabola and fitting this largér(typically

no more than four samples) to derive the parabola cegftecand the associated minimum.

For the ground-based receiver calibrations, the MShaodetises a restricted range of Local Time [2:00,6:00] taiatal
the standard deviation of equivalent vertical TEC mesmsants (Valladares et al., 2009). For Jason-2 on day 2011-205 (24
July 2011), this local time period corresponds to high norttegitudes, which are in daylight, rather than during nigteti

A similar daylight circumstance occurs for high southkatitudes for the Local Time range [15:00,19:00]. An addl
consideration is that, for a fixed ground-based recgiamrinterval of Local Time corresponds to a similaetval of
Universal Time, while for Jason-2 an interval of Lod@me can contain a large range in Universal Timegioups
separated by multiples of the orbital period.
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For this simulation calibration study, no relative G&fellite biases were added to the simulated data, SinjB&s@use
these are presumed to be accurately removed for the alftalcalibrations), and no receiver bias was addetigo t
simulated data, so the expected derived bias would be zem.rAd residual error initially was assumed for thgnaient of
the receiver dispersive phase measurements to the dispgreup delay measurements. The slant plasmasphererlectr
content, SPEC (= SIimPEC - Bias), values are convéotequivalent vertical plasmasphere electron cofY4nEC) values

using the standard "“thin-shell” formula

VPEC = SPEC E:o{arcsir[mn (S1)
R, +H

for line-of-sight elevatiors, Jason-2 orbital radius;Rand Earth radius Kwith a shell altitude H= 2537 km. The shell

S

altitude was derived from the PIM model ratios for SRERPEC, by inverting the "thin-shell" formula forties calculated
during the first full orbit for day 2011-205, and selecting tleglian shell altitude. Data were restricted to elewatiof 60°

and above, to avoid the larger errors expected for theecsion from SPEC to VPEC at lower elevations.

A global standard deviation Table S1. Simulation data subsets for the first Minimum Standard Deviation bias
minimization for the data set, over a| determination evaluation, with results. Day and Night are designated based on the
geometrical eclipse of the Jason-2 satdllite.

times and locations, was considerg

. . . . 0
invalid. because the VPEC varie Latitude Day/Night #Samples Derived Bias %Change of StdDev

considerably with latitude (seq from Bias=0 Case

Mazzella and Yizengaw (2023); Fig [-75,-45] - Day 2120 1.723 -0.9498
5) and also between day and nigh [-75,-45] - Night 251 2.185 108043
Therefore, the simulated data wel [-45,-15] ~ Day 1129 3124 -0.0858
calibrated in subsets, designated [-45,-15] ~ Night 851 -L.s27 -0.0504
the first wo columns of Table s1| (1219 Day 314 0.075* -0.0021
The "Day’ and "Night" conditions [-15,15] Night 389 -2.316 * -0.1632
are determined by the presence [15,45]  Day 1168 -0.387 -0.0013
absence of solar illumination of th [15,45]  Night 634 1.8947 -0.0697

[45,75] Day 2245 1.769 * -0.9220

Jason-2 satellite, as calculated usi

D

. For the cases marked with an asterisk, the standard devessociated with th¢
the solar zenith angle and th

. . derived bias is larger than the original standard deviatiorthi® PIM VPEC
geometrical eclipse of the sun by th

values (determined directly from the model, rather thamgus slant factor).

Earth (neglecting refraction effects

This criterion is different from a selection by LocEime. Because the date studied corresponds to Northenisgieere
summer, there are no nighttime data for the highud¢itNorthern hemisphere region.

The source of the variability of the derived bias valuas investigated using displays for VPEC versus LogakTor each
of the data sets. For most of the data sets, snitdtatices for the VPEC profiles could be distinguishe@ugsing solely



from the slant factor function (SPEC/VPEC) utilizaticcompared to the VPEC calculated using PIM. This could be a
contributor to the derived bias variability, especidécause small standard deviation changes are associateignificant

bias differences.

The sensitivity of the bias determination Table S2. Smulation data subsetsfor the second Minimum Standard Deviation
with respect to the data set selections W bias determination Qvaluation, with results. Day and Night are designated
examined further, for "Day" and "Night' basedon the'-ocal Timeranges [07,13] and {1629

specifications using nominal Local Tim Latitude Day/Night #Samples Derived Bias Table S1 Bias
ranges, rather than actual  sol [-75,-45] All 2371 2.406 1.723 (D),2.185 (N)
illumination, with the Local Time for eac L4211 Day 1129 -3.124 -3.124

data sample evaluated at the medi [45,-15] Night 851 -1.827 -1.827

altitude along the line-of-sight to the GP [15,15]  Day 314 0.075 0.075

satellite. The "Day" Local Time range i [-15,15]  Night 389 2316 2316

[07,13] hours, while the "Night" Local [1545]  Day 759 11.255 0337

Time range is [19,25] hours, but the pol [15,45]  Night 1043 6.257 1.894

regions were not subdivided by day ai [45,75]  Day 2245 1.769 1.769

night, because of the substantial daylight coverager@3wts of these calibrations are presented in TébléNote that the
data sets for latitude ranges [-45,-15], [-15,15], and [45,75}te@esame as those for Table S1, and the corresponding

derived bias values agree.

The sensitivity of the bias determinatio Table S3. Simulation data subsets for the third Minimum Standard Deviation
to the reference altitude {Hused for the bias dgtermination evaluation, with results. Reference altitudes (Hs) are
determined separately for each subset.

slant factor function was examined b
utilizing a median altitude for each daf Latitude Day/Night #Samples (H Derived Bias Table S1 Bias
set, derived from the line-of-sigh [-75,-45]  Day 2120 1904 1.499 1.723
median altitudes for the associated dg L >~4°1 Night 251 2355 2.137 2.185
samples. These line-of-sight medig [-45,-15] Day 1129 2330 -2.871 -3.124
altitudes are only available for thi [45,-15] Night 851 2796 -1.514 -1.827
simulated model data, so a similar mod [15.15]  Day 314 3325 -1.040 0.075

. [-15,15] Night 389 3809 -4.668 -2.316
reference would be required fo
processing actual data. The results [1545]  Day 1168 2506 -0.289 0337
this evaluation are summarized in Tab, (1545 Night 634 3349 1.709 1.894
S3, for the same data sets used for Ta [45.75]  Day 2245 1746 1513 1.769

S1, with the biases from Table S1 also displayed, fimpewison. The bias differences tend to be smaller neneference

altitude is close to the nominal reference altitl2#37 km) used for the derivations in Table S1.
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The simulation results presented above are for "iddata sets, with no intrinsic noise for the datahalgh the
approximation using a reference altitude and associatecufforfor the conversion from SPEC to VPEC is employed.
However, a distinct feature of processing actual dataisdled to align the relative dispersive phase profilésa@bsolute
(but biased) dispersive group delay profiles. For ground-iaB&imeasurements, the duration of the data segmentsiused i
the alignment process can be several hours, witkltbeest usable segments being at least three-qudrsardiour, but for
the Jason-2 data, the largest duration for such datees¢gims only about 50 minutes. Thus, the associated aligremers

can be significant.

Based on comparisons for SPEC cumulati Table $4. Smulation data subsets for the fourth Minimum Standard
distributions between actual Jason-2 data g Deviation bias determination evaluation, for smulated alignment noise,
with results.

simulated data with Gaussian noise (Mazze
and Yizengaw (2023): Fig. 4), the standa Latitude Day/Night #Samples Derived Bias Table S1 Bias
deviaion for the noise contribution wa| [ >4°] Day 2120 1.641 1.723
estimated to be about 0.75 TEC units (1 TEC u [-75,-45] Night 251 4.781 2.185
= 10'° electrons ). To model this level of noise [-45,-15] * Day 1129 -1.892 3124

. . [-45,-15] Night 851 -3.644 -1.327
as alignment error, a random Gaussian value,
a standard deviation of 0.75, was assigned [15.15]  Day 314 8.880 0.075
each Jason-2 data segment, designated b [-15,15]  Night 389 7.507 2316

. . . [15,45] Day 1168 0.018 -0.337
continuous time sequence for a single G
satellite, to shift the SPEC values. Calibratio (1545 Night 634 4.765 1.894
using the MSD method were then performed, { [45.75]  Day 2245 3.960 1.769

the same data subsets designated in Table S1, usingntlee(gbal) slant factor reference altitude of 2537 km. &hes
results are summarized in Table S4.

Because the data are restricted to elevations abovah@maximum slant factor is only about 1.1, for the desgghat
reference altitude of 2537 km. For elevations above 75°, thenmim slant factor is only about 1.03. Thus, the abitity
compensate for VPEC offsets produced by noise is significaestricted, especially if the receiver bias h® tonly
adjustable parameter. (As noted for the Jason-2 PE@s&éVazzella and Yizengaw, 2023), the ground-basedpathit
consistency criterion (Andreasen et al., 2002) couldoraiised for the Jason-2 satellite, because the potesriebility of
the solar panel orientation invalidates the consesteondition.)

The small derived bias for the latitude = [-15°,15°)/Dagecan Table S1 and Table S2 is regarded as fortuitous, &peci
from consideration of the small number of samples (3I4¢ small derived bias for the latitude = [15°,45°]/Dagec in
Tables S1, S3, and S4 is somewhat surprising, considéregignificant VPEC gradients for this region, but i als
regarded as fortuitous, especially in comparison toehelts derived for the alternative "Day" selection &bl€ S2 for this
latitude range and the discrepant bias results for thiasiselection case for latitude = [-45°,-15°]/Day inbles S1, S2, S3,

and S4. Consequently, the MSD method was not regardedtasies for the Jason-2 receiver calibration.
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S3. SCORE method

For the SCORE method, consistency conditions betwsers of derived Equivalent Vertical Total Electron Conte
(VTEC) values at common penetration points are applieda weighted least squares formulation, to determine the
combined GPS receiver and GPS satellite biasesd@ishal., 1994). In the same manner as the MSD methedlaht
plasmasphere electron content, SPEC (= SimPEC -,Rials)es are converted to equivalent vertical plasnespslectron
content (VPEC) values using the standard "thin-shalthéda (Eq. (S1)). In addition to a (possibly identictjtude for the
penetration points, i other significant parameters associated with th©R’JE calibration are the scale lengths for latitude
(AB), local time A1), and Universal TimeAT) (Mazzella et. al, 2002), designating the weighting fitude @), local time

(tr), and measurement time (T) differences for "commonfiepiation points for distinct (different GPS satellites
line-of-sight measurements (also described as "conpmgs)i. For this studyh6 = 1.0 degreeit = 0.1 hour, andT = 0.4
hour. Associated with these weightings are stricediifice limits ob;,, = 3.0 degrees for latitude;, = 0.3 hour for local
time, and F, = 1.5 hours for Universal Time. The last limit pretgemeasurements from different Jason-2 orbits fromgbe
compared. (The Jason-2 orbital period is approximately lih@tes, or 1.87 hours (Dumont et al., 2011).) The conjoncti
restrictions for SCORE are somewhat different fitbwse described by Zhong et al. (2016) using a separation angle.

The SCORPION (SCORE for Plasmasphere and IONosphathpthextends SCORE for the additional determination of
the plasmasphere electron content (PEC) for a groasdebreceiver, to improve the receiver calibraticueacy. Because
of the extended technical features of SCORPION, includinGfORE emulation capabilities, and associated data &alys
and display capabilities, SCORPION was used for this stugting the plasmasphere in the manner that SCORS tree
ionosphere, with no additional parameterized representattibre plasmasphere.

The initial reference altitude for the slant factamfola was chosen to be;H 2536.6493 km, which was derived from the
PIM model ratios for SPEC to VPEC, by inverting thensifactor formula for PEC ratios calculated duringfihst full orbit

for day 2011-205, and selecting the median slant factor ddtitlihe same altitude was initially chosen to defiree th
penetration point locations. To accommodate the redwtiadbitity of a simple slant factor function for thepmasphere, an
elevation threshold of 60° was imposed (in contrast & 3B° elevation threshold typically used for ground-based
calibrations).

For evaluation, the data samples associated with ocigas were plotted separately, and produced a set of rdisjoi
segments in time and latitude in the vicinity of theoda orbit. Only 501 samples were selected, which produceriflie
conjunction pairs, associated with only 26 of the avagl@dl GPS satellites.

Although the standard calibration mode for SCORE/SCORPEDto determine the combined satellite and receiiasels

for each of the GPS satellites, the small numbesaofiples and conjunction pairs, and the incomplete satsltlusion,
favored the receiver-only calibration mode (initiallysdebed by Andreasen et al., 1998), for which the reladatellite
biases are removed from the raw slant PEC measutenidris mode also more closely resembles the MinirStandard

Deviation method. Geographic coordinates were usedeiimntplementation of SCORE, and are optional for SCQRRI
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but geomagnetic coordinates were used for this SCORPIONrata&n, because they are more suitable for the

plasmasphere. Jason-2 Satellite Receiver

For simulated data from the PIM/Gallagher model, f 90 fttitelolold IIIII — ' ol L)
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derived bias was -0.585 TEC units, which is close to

expected value of zero. Because the relative GPS sat

biases are generally known, and in this simulation . Q\\ .
1 A - 5
known exactly (as zero), the full PEC profile (above &0° ‘ I \\ IIQ E
elevation threshold) can be generated, and is displaye dé\ Jl)j I\: //I \\\\ _/ E
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Fig. S1.
The correspondence in equivalent vertical PEC betwesn|

samples of each conjunction pair was also examined.
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IPP MAG LOCAL TIME
. . . JASON-2
TEC units and a standard deviation of 0.32 TEC units. Th DAY= 2011205 LAT 48.3 LON 123.9

for the most favorable conditions, the SCORE-emulat| Figure SL. Full vertical PEC profile, for derived bias from
simulated data, applied to all PRNs and all data samples (not

method appears to produce reasonable results. solely conjunction samples) versus magnetic local time at the
penetration point, with magnetic latitude for the penetration
point in the bottom panel, equivalent vertical TEC for the
alignment error noise were used. These are the satae| Plasmaspherein the middle panel, and elevation angle for the
line-of-sight in the top panel. (The local time spans more than
that were prepared for the MSD method simulatif 24 hours because of contiguous continuity conditions for the
data segments.)

VPEC differences between corresponding samples liesin :§
range [-1.61,1.17] TEC units, with a mean difference of 0

For a more realistic simulation, data segments W

displayed in Table S4, with a noise standard deviatio
0.75 TEC units. The derived receiver bias was 3.80 TEG,8uta significant fraction (>80%) of the derived VPELIgs

are negative. (See Fig. S2.) The VPEC differences batweresponding samples are significantly larger thanher t
noise-free case, lying in the range [-2.28,1.97] TEC umiify a mean difference of -0.06 TEC units and a standard
deviation of 1.07 TEC units.

Because SCORE/SCORPION can determine biases asdowidiethe individual GPS satellites (but combined with th
receiver bias), that mode of operation was applied todise=-added Jason-2 simulation case. For ground-based &&S
this can be advantageous, especially when each GRi@esafgears only once per day, because then the resiéiyahent
errors are incorporated into the bias determinations.edewy for satellites that appear twice, in differeegions of the sky,
the residual alignment errors can be different forttleeoccurrences, and the resulting diurnal VTEC profilelmaslightly
distorted. For Jason-2, with multiple occurrences foheaP$S satellite during the day, the distortions couldnioee
frequent but also more localized, because the continudasegments are relatively short (the longest segmégsghan

52 minutes). The initial application of this alternatoadibration produced bias values in the range [-1.149,17 BT
units, with the biases occurring in three disjoint clisstp.149,1.963], [2.996,3.738], and [16.565,17.407], having a mean

value of 4.155 TEC units, which was used for all of the &&8llites without conjunction pairs. The largest ésggroduce
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significantly negative VPEC values, distinctly sepadat
from the remainder of the data (Fig. S3). This separaifo
VPEC values arises from the absence of comni
conjunction pairs between at least two groups of G
satellites. (In this case, there are five distinmbu@s of
conjunction pairs, with only one having distinctly diént
biases and associated VPEC values.) Because SCORH
can accommodate a subset of relative bias assignniteists
possible to somewhat alleviate this large separation
VPEC values by assigning a relative bias difference leatw
a pair of GPS satellites, for one in each group. Indhse,
the relative bias association was defined for PRNA2RRN
6, which had overlapping segments in local time, but th
occurred on successive orbits. For the simulation,

Jason-2 Satellite Receiver
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Figure S2. Full vertical PEC prdfile, for derived bias from
simulated data segmentswith added alignment error noise.

assigned bias difference was zero. The resulting loo&l t

variation for VPEC (Fig. S4) showed at least threeilgsof
with separations of about 4 TEC units, but not complet
disjoint. The range of VPEC values was [-7.962,6.271] T
units, essentially as a uniform distribution, with flu¢io@s,
over the range [-8,1] TEC units and a tail extending to 6
TEC units. Approximately 80% of all VPEC values we
negative. The associated bias range was [-1.149,7.914]
units, with an average value of 4.709 TEC units for {
derived biases. (This average bias was used for th&R&
satellites without any conjunctions.)

data, a set of SCORE/SCORPI(

For the actual

receiver-only calibrations was performed, for vario
combinations of the slant factor altitudes Fnd the
penetration point altitude HAs described by Mazzella an

Yizengaw (2023), the minimum raw slant PEC for the d

Jason-2 Satellite Receiver
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Figure S3. Full vertical PEC prdfile, for derived individual
GPS satellite biases from simulated data segments with
alignment error noise, indicating digoint clusters of
conjunctions.

was 16.949 TEC units, with a model PEC correction (ot

applied) of 0.021 TEC units and an additional correction (pplied) estimated as 2.962 TEC units arising from thetal
Gaussian noise distribution, so the SCORE/SCORPION éséimates, if accurate, should fall approximately iwithe
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range 17-20 TEC units, with the percentage of negative
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summarized in Table S5, arranged in order of increg m ot
receiver bias values.
These results are somewhat better than expected fre ] | - ° o
. . o . . N
simulated receiver-only calibration for noisy data, ekhihad 1 | \g‘ J \\ o E
] ‘\ \ / i u
a derived receiver bias (error) of 3.80 TEC units. Howg j’ ) — J“ A ‘—_/f/ <:3
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Table S5. Summary of results for SCORE/SCORPION
receiver-only calibrations of actual Jason-2 data.

IPP MAG LOCAL TIME
JASON-2
DAY= 2011 205 LAT 48.3 LON 123.9
Figure $4. Full vertical PEC prdfile, for derived individual
GPS satellite biases from simulated data segments with added

alignment error noise, after defining bias relation between
PRN 2 and PRN 6.

PPAIt (km) H (km) Bias #Samples #Pairg
2536.6493 2536.6493 17.263 502 548
2668. 2668. 17.272 454 491
2800. 2800. 17.310 429 431
2855. 2855. 17.556 410 415
2427. 2427. 17.596 540 602
2318. 2318. 17.866 565 642
2100. 2536.6493 17.930 672 759
3173. 3173. 17.993 336 332
2100. 2100. 18.252 672 759
5591.25 2536.6493 19.170* 323 571
5591.25 2536.6493 21.235 103 161

*Used B, = 5.34 degreesy, = 0.53 hourAB = 1.78
degreesAt = 0.18 hour.

Except as noted, the parameter values associated wit
conjunction comparisons were:

Biim = 3.0 degreesi, = 0.3 hour, T, = 1.5 hoursA6 =

1.0 degreet = 0.1 hour AT = 0.4 hour.

h the
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