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Abstract. This paper is a continuation of an earlier work by 1 Introduction
Nygrén et al.(2012, where the velocity of a hard target was
determined from a set of echo pulses reflected by the targeRadar is a tool widely used in observing objects like meteors
flying through the radar beam. Here the method is extende@nd space debris particleSgldstein et al.1998 Baggaley
to include the determination of range at a high accuracy. The200Q Janches et 3l200Q 2002 Foster et al.2005 Markka-
method is as follows. First, the flight time of the pulse from nen et al. 2009. Satellite orbits can be determined very
the transmitter to the target is determined at an accuracy esccurately with systems applying lasers, altimeters, ground
sentially better than the accuracy given by the sampling in-beacons, as well as ground-based or satellite-borne GPS re-
terval. This method makes use of the fact that the receiver fil-ceivers Yonbun et al. 1978 Wakker et al. 1985 Tapley et
tering creates slopes at the phase flips of the phase modulated., 1994 Nougl et al, 1994 Bock et al, 2002 Romero et
echo pulse. A precise flight time is found by investigating the al., 2002 Visser et al, 2009.
echo amplitude within this slope. A value of velocity is calcu-  The goal of the present work is to use a radar to facilitate
lated from each echo pulse as explained in the earlier papegccurate satellite orbit determination. When a radar echo sig-
Next, the ranges together with velocities from a single bearmal is sampled, the most straightforward approach for mea-
pass are combined to a measurement vector for a linear insuring the range would be to recognise the front end of the
version problem. The solution of the inversion problem givesreceived echo pulse from the first sample rising above the
the time-dependent range and velocity from the time inter-noise level. Then the range can be calculated from the time
val of satellite flight through the radar beam. The method isdifference between transmission and reception. This would
demonstrated using the EISCAT (European Incoherent Scatead to an accuracy determined by the sampling interval. A
ter) UHF radar and radio pulses reflected by a satellite. Thesampling interval of 1 us, for instance, would lead to a range
achieved standard deviations of range are about 5-50 cm arfé@solution of 150 m only, and therefore more sophisticated
those of velocity are about 3—-25 mmis methods are needed for better resolutions.
Keywords. Radio science (remote sensing; signal process- An elementary way of measuring the velocity would be_ t9
ing) observe twq ranges from two _subsequent pulses and to d|v_|de
the range difference by the time between the two transmis-
sions. A better approach is to calculate the Doppler shift of
the echo pulse by fast Fourier transform. However, for very
high accuracies, Fourier transforms with impractical lengths
are required. Thus there is a need of finding a way of calculat-
ing the Doppler shift more accurately than Fourier transform
can do in practice.
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Nygrén et al. (2012; Paper | from now on) present a numer-starting from the very beginning. Hence the transmitted wave
ical method for determining the target velocity at a high ac-form is also recorded.
curacy. It consists of two parts. First, the Doppler shift of an The transmission and echo signals are used for determin-
individual pulse is found very accurately from the asymme-ing the time delay from transmission to reception at a high
try of the amplitude peak given by a Fourier transform. The accuracy. In principle, this could be done using the time dif-
second stage is to adopt a time-dependent velocity modeferences of the front or back ends of the transmitted and the
which allows linear variation of the time derivative of veloc- received pulse. It turns out, however, that the ends of the
ity. The model is applied by fitting it to velocities given by transmitted and received pulse are polluted by small distur-
subsequent echo pulses from the satellite passing the radéances. This problem was detected by our analysis and it was
beam. When this method was applied to observations made&acked down to experiment design, where the initial and final
using the EISCAT (European Incoherent Scatter) UHF radarphase flips where performed too near the pulse-on and pulse-
the best standard deviations of the velocity of a satellite passeff times. The problem can be corrected and it should not ap-
ing the radar beam were of the order of a few millimetres perpear in the future. The available data can still be used, since
second. alternating codes contain several phase flips inside the mod-
The present paper puts forth a method of determining theulation patterns when no power switch on or off takes place.
range and beam-aligned velocity of a satellite from phase-These phase flips can be used instead of front or rear ends of
coded radar pulses. The downconversion and scaling of théhe pulse. Times of each phase flip in the transmission and
transmitted and received pulses is first explained and then the corresponding flip in the radar echo give a single range
method is introduced to determine the time delays betweerstimate. Thus several range estimates are obtained from a
respective phase shifts of the transmitted and received pulsesingle phase coded transmitted pulse, and this also improves
These delays are used to obtain range measurements with réte accuracy of the range determination.
spective standard deviations, one observation for each trans- In order to measure the time differences between the phase
mitted pulse. flips of the echo pulses and the transmitted ones, one has to
Each pulse also gives a velocity measurement by means afonvert both of them to zero frequency and to scale the am-
the method given in Paper I. Range and velocity observationglitudes to the same values. The transmission also contains
from a single beam pass are collected together and used amtable distortions of the ideal alternating code modulation
measurements in an inversion problem. The inversion probenvelopes, and they should be removed. There is an approx-
lem makes use of a time-dependent range model which ismately linear amplitude droop of a few per cent during the
essentially a Taylor's expansion of range up to the third timelength of the pulse. In addition, there is a phase droop which
derivative. The constants in this expansion are the unknowng equivalent to a Doppler shift. To correct these distortions,
in the inversion problem. The solution of this problem gives the transmitted waveform after downconversion to zero fre-
the best values of these constants with standard deviationgjuency is modelled by
;):(;:(\a/etlr;iig/og;ag(tasczlrsulr;tg\év.n, the time variation of rangez(t) — A(L— BOE(r) exprivt) +£(0). 1)
The method is tested with EUMETSAT'S METOP-A (Eu- HereA is a constant complex amplitude,is a real constant
ropean Organisation for the Exploitation of Meteorological modelling the amplitude droopy, is a Doppler frequency
Satellites - Meteorological Operation A) satellite and the modelling the phase droog(¢) is the ideal filtered modu-
EISCAT UHF radar Folkestad et al.1983 using alternat-  lation envelope of the alternating code ard) is noise. The
ing codes [(ehtinen and Hggstdm, 1981). Some checking values of the modulation envelope ard or —1 according
of the results is made by solving two separate smaller in-to the alternating code pattern, except close to the phase flips
version programs. One of them uses only range observationshere the filtered envelope varies smoothly.
and the other velocity observations as measurements. A good After the transmitted signal is downconverted to zero
agreement is found between the results from these two indefrequency and sampled at constant sampling intervals, the
pendent sets of measurements. model parameterd, g andvy, are determined by nonlinear
least squares fitting. A few sample points at the smooth tran-
sient near each phase flip are omitted in this fit. When the
parameter values are known, the real-valued ideal modula-

2 Processing the radar pulses tion envelopeE (¢) is obtained from Eq. (1) by division. An
example of the result is shown in the top panel in Fig. 1.
Data given by the EISCAT UHF raddfdlkestad et a]1983 The received pulse consists of the same modulation enve-

are used in this paper to observe a satellite flying througHope as the transmitted one. It also contains the same am-
the radar beam. The pulse length is 1920 us and the signal iglitude and phase droops, but its complex amplitude is dif-
sampled at 1 ps intervals as explained in Paper I. A 32-bit alferent. In addition, it has experienced a Doppler shift. The
ternating code is used in the experiment, and the bit length i©oppler frequency is determined in the manner explained
60 ps. Each IPP (inter pulse period) is sampled continuouslyn Paper I. Using this frequency, the received signal is first

Ann. Geophys., 31, 859870, 2013 www.ann-geophys.net/31/859/2013/



J. Markkanen et al.: Satellite range and velocity 861

Transmission
o

! o i _

200 400 600 800 1000 1200 1400 1600 1800 2000

TS
LW it il

11400 11600 11800 12000 12200 12400 12600 12800 13000 13200
Time [us]

Fig. 1. Top panel: an example of a sampled transmitted pulse after downconversion to zero frequency, scaling and conversion to a real signal.
Bottom panel: same as above for an echo signal. The open dots indicate samples at the phase flips.

downconverted to zero frequency. Then the amplitude andhe convolution of these two responses and it is shown in the
phase droops are removed using the parameter values detéop panel in Fig. 2.
mined from the transmitted pulse. Finally a real-valued echo Filtering the radar signal means that the output signal of
pulse is obtained by dividing the echo signal by a complexthe receiver is the convolution of the impulse response and
amplitude determined from the echo pulse itself. This is ob-the unfiltered signal. When this is applied to the phase flips,
tained by averaging 40 samples (the bit length is 60 samples}the resulting phase shifts are not sharp, but they consist
taken from a region where the modulation envelope does nobf slopes. These slopes are convolutions of the impulse re-
change its sign and which lies outside of any region of phasesponse and a step function, i.e. they are step responses of the
flip. An example of the resulting echo pulse is shown in thefilter. The applied sampling interval is such that it is slightly
bottom panel in Fig. 1. shorter than the length of the impulse response in such a
One should notice here that the amplitude and phase drooway that at least one but never more than two of the sam-
corrections are determined very accurately from the transmitples lie within the slope. These are called slope points here.
ted pulse with a high SNR (signal to noise ratio). When theThe slope points are shown by dots in Fig. 1.
same parameters are used in correcting the echo pulse, a sim-The theoretical shapes of the filtered phase shifts are
ilar accuracy is achieved, although the SNR of the echo pulsshown in the bottom panel in Fig. 2; the panel on the left
is essentially lower. Another point to notice is that the lengthindicates amplitude shift from-1 to +1 and on the right a
of the echo pulse is also changed due to the Doppler effectshift back to—1. When the sampling interval is 1 us and the
There is no need to investigate this, however, because thBme between subsequent phase flips is a multiple of 60 us,
analysis will deal with the time differences of the correspond-the slope points at these two types of phase shifts should lie
ing phase flips in the echo pulses and transmitted pulses. symmetrically around zero. Slope points can be located any-
The receiver works as a filter and its filtering properties where within the slopes. If the slope point for one phase shift
can be expressed in terms of a single impulse response. Preappens to be the black dot on the left-hand panel, the cor-
cise measurements of the receiver impulse response are nosponding slope point for the opposite phase shift should be
available but the filter bandwidth gives the length of the im- the black dot on the right-hand panel. The same applies to
pulse response. Here a model is used which consists of a boxhe pair of open dots.
car impulse response of the analogue receiver with a length The top panel in Fig. 1 reveals that the slope points are
of 0.3 ps and a triangular impulse response of the digital renot actually located symmetrically as expected. Inspection
ceiver with a length of 1.2 ys. The total impulse response isof the signal path at the radar site with an oscilloscope
has shown that the asymmetry is most probably due to an
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Fig. 2. Top panel: receiver impulse response. Bottom panels: step responses for positive and negative phase flips. For dots, see the text.

actual (previously ignored) hardware timing difference be-

tween generation of the up and down phase shifts. Even the 1

shapes of the two slopes appear to be slightly different. Inve = S —co57173-
. : (2x SNRV/

this paper, we nevertheless assume the ideal shapes shown

in Fig. 2, but acknowledge that this is a possible source ofWhenrt is fixed, s obeys the conditional probability density

a small second-order error in range (first-order timing dis- D(s|7). This is proportional to the conditional probability

tortions cancel out, because approximately the same errodensityD(r|s), and therefore

would be present both in transmission and in reception). (p(2) — sP2 }

2
20

3

D(tl|s) «x D(s|t) exp{— (4)

3 Ranges from individual radar pulses
The Taylor expansion gf(t) aroundrs is

The times of phase flips can now be determined using the step

responses. Assuming that the time dependence of the step re- dp 1{d?p 2

sponse ig () and the signal value at a given observed slope?(t) = P(ts) + <d_f> T-wt5| gz T+

point at a timers is ss, the true time of phase flip ig — s, e

whererts obeysss = p(ts). This can be verified using Fig. 2. ®)

If the slope po?nt ofagi_ven phase flip has an ar_nplit_ude equalyt high values of SNRg is small so thatD(z|s) makes a

to that of the filled dot in the bottom left panel in Fig. 2, the narrow peak. Then one can approximate the density function

true time of the phase flip is 0.5 ps earlier than the time of the, Eq. (4) using the two first terms in the Taylor expansion.

observed slope point. . Sincep is the convolution of the impulse responsand a
In addition to possible systematic errors caused, e.g. by aBtep function with a step size of 2

inaccuracy in the slope-shape model, there are also statistical
errors which are caused by noise. In order to calculate the 4P — 2h(1s) ©)
statistical error ofrs, both the delay and the signal value dt ) g .

are treated as random variables. Then Using this result and noticing that(zs) = ss, the conditional

s=p()+e, ) density ofr ats = ssis
wheree is due to Gaussiar_1 noise with zero mean. In terms OfD(‘E|ss) o exp — (r - fzs)2 ’ @)
the SNR of the complex signal, the standard deviatiosief 20°¢
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Fig. 3. Top panel: linear fit of ranges from the phase flips of a single echo pulse. The dots indicate ranges calculated from individual phase
flips and the error bars are their standard deviations. The time of reflection ofHip0 isr1 o= 5433801 ps and the corresponding fitted
range is~1g = 13154058 km. Bottom panel: standard deviations of fitted ranges.

where the standard deviation ofs the received phase flip from the transmitted one is

or = 2ha(€ )= L . 8 Am=170 - ©)
T 2h(t5)v/2 x SNR
® (=) and the range of the satellite is

The last expression in this equation is obtained using Eq. (3).

This result gives an estimate for the the standard deviation oR, = - At,. (10)

the time of the phase flip, when the signal value at the slope

point is measured. The standard deviation is determined by he time of the reflection of the phase flip at the satellite is

two factors, the SNR and the value of the impulse response TX) . .(RX)

at the time corresponding to the time at the slope point. = In
Equation (8) shows that, for a given SNR, the determina- 2

tion of 7 is most accurate if the time of the slope point corre- pye to the high satellite velocity, the time difference be-

sponds to the maximum value of the impulse response. Thisyyeen the received and transmitted phase flips varies from

on the other hand, corresponds to the time of the steepesfip to flip. For instance, if the beam-aligned satellite velocity

slope of the step response. This is also otherwise an obvis 4000 m s (see Paper 1), the satellite range varies nearly

ous result, because varyingauses smallest variation#at  py 8 m during the period of pulse reflection. This value is so

the point wheres(r) has its steepest slope. In this work the |arge that it should be taken into account in the analysis. Still

amplitudes of the applied slope points always lie within the the pulse is so short that it is sufficient to assume the satellite

limits +0.7. velocity to be constant during the period of pulse reflection.
Alternating codes consist of a cycle of pulses with dif- Then one can make a linear fit to the ranges calculated from

ferent modulation patterns, and the number of phase flips iRhe phase flips of a single echo.

individual pulses is variable. When the pulse front and rear Fiiting the calculated ranges is demonstrated in the top

ends are excluded, the number of phase flips in the applieganel in Fig. 3. Here the modulation consists of 20 phase flips

32-bit code varies between 10 and 21. The times of the phasgn the dots indicate the ranges calculated using Eq. (9). In

flips are determined both for the transmitter envelope and folprder to show the variation, the plotted quantityRis— r10.

the echo pulse in the manner described above. Here R, is the range calculated from the individual phase
If the calculated time of phase flipis 7\’ for the trans- flips according to Eq. (10) ando = 13154058 m is the fit-

mitted pulse and,ERX) for the echo pulse, the time delay of tedrange atthe reflection time of the phasesflip 10, which

(11)

www.ann-geophys.net/31/859/2013/ Ann. Geophys., 31, 8896 2013
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is equal tar1g = 5433801 us. The error bars in the top panel With this notation, the relation between the unknowns and
in Fig. 3 are standard deviations calculated using Eq. (8). Theéhe measured ranges can, according to Eq. (12), written as
dots without error bars are points which do not obey the crite-

rion —0.7 < s < 0.7 and they are not used in the fitting. The © =B ¥ (17)
continuous line is the result of a weighted least squares lineajhere
fit to the other points.
The bottom panel in Fig. 3 shows the standard deviations 1tgn 15,/2 ’§)1/6
of the fitted ranges. It turns out that all standard deviations 1ty 15)2/2 13)5/6
are below 1m, but the the smallest one is slightly higherBo=1|[. . . : : (18)
than 50 cm and it is obtained far= 10. The corresponding s 5 ‘3
range and its standard deviation will be used in calculating L teymr Loyr /2 1eynr /8

the range variation of the satellite during the beam pass.  The number of pulses used in velocity measurements is not
necessarily the same as that for range measurements and even

4 Formulation of the inverse problem the times of range and velocity measurements from the same
pulse are not the same. Therefore the number of velocity

When the target passes through the radar beam, a few hurfireasurements is denoted by, and the velocities and the

dred echo pulses are typically received. Range and velocitfimes byv; andz,);,i = 1,2...,ny. In analogy with Eq. (15),

with respective standard deviations can be determined fronihe observed velocities are collected into a column vector

each pulse separately; range as explained in Sect. 3 and ve-_ T

locity as explained in Paper I. In Paper I, a time- dependent = (WL, v2 s V)" (19)

velocity model was fitted to the observed velocities. Here theThe three unknown parameters in Eq. (13) are collected to a

principle is expanded to a model of time varying range. In column vector

order to achieve the best possible accuracy, the range is fitted

simultaneously to the observed ranges and velocities. Thig @ = (vo, a0, @), (20)

can be done using the formalism described below.

) 4 . which contains the three last components of the unknown
The time behaviour of range is taken to obey a model

vectorx. Then Eq. (13) gives

1 1.
r(t) :ro+vot+§aot2+éat3. (12) v=B) x@), (21)
This model implies that the beam-aligned velocity has a timewhere
dependence

2
1t tv)l/z

1, 2 1 twy2 1 /2
_ - (v)2
v(r) = vo+aof + 5ar”, 13) B = . : ’ : (22)
and its time derivative is . )
1 Lw)nv t(zv)nu/z

a(t) =ao+at. (14) Equations (17) and (21) represent two linear inversion prob-

Althougha(r) is not the beam-aligned component of the tar- lems which could be solved separately. Actually, Eq. (21) is
get acceleration, but only the second time derivative of rangethe same problem which was presented in Paper I. Instead of

it will be called acceleration here. solving the two problems separately, a more compact way is
The task is to determine the best values of the parameter® combine them into a single one. This has benefits which
ro, Vg, ag anda and their standard deviations. will be discussed later. The two vectarandv are combined

The number of pulses used in range determination is deinto a single measurement vector
noted byn,. Results like those in Fig. 3 are used for obtaining
ranges at certain instants of time. The range with the smallesi: = ( )
standard deviation and the time of the corresponding phase
flip are taken from each echo pulse. The range and time foand the two matriceB,) andB,) into a single theory matrix
pulse number are denoted by; and¢;, respectively. The

(23)

ranges are collected into a column vector Bo)

r=(r1, r2, ..., rar)?, (15) ((O(v) B(v))) 24)
whereT indicates transpose. The four unknown parametersvhereQ, is any x 1 zero matrix. Then the so-called direct
in Eq. (12) make an unknown vector theory of the combined linear problems gets a simple form
x = (ro, vo, a0, ). (16) m=B-x. (25)

Ann. Geophys., 31, 859870, 2013 www.ann-geophys.net/31/859/2013/



J. Markkanen et al.: Satellite range and velocity 865

The standard deviations of the measurements are needed in 60
solving the linear inversion problem. The standard deviations __ 44 |
of ranges and velocities are collected, respectively, into col- E.

~ 20
umn vectors =

~ 0Ff
o) = (01, Tr)2: - Trymr)” (26) 20
and

. 5

0w = (Ow1, Ow2, --- T - (27) 4l
Then the standard deviations of can be arranged intoa £ 37
single vector 5 2t

1F
=(7" 28
7 (“(v)) (28) 0

and the diagonal covariance matrix of the measurement vec-
toris

Oy [mm]

¥ =diago - 7). (29) s L

The inversion problem in Eq. (25) can now be solved follow- 511

ing the procedure presented in Paper |. Hence the best value 50 y 3 5 > 5 5

of the unknown vector is Time [s]

X e T . _l . _l . T . _1 .

¥*=@B X B) B -% " (30) Fig. 4. Ranges and their standard deviations from satellite pass 1.

and its error covariance matrix is Zero time time refers to the start time of the measurement for this
T w1 _1 specific beam pass. Top panel: the red curve is the fitted range af-

;=B -x"-B). (1) ter subtracting a linear trend and the dots are ranges obtained

from individual pulses. Middle panel: standard deviations of ranges
from individual pulses. Bottom panel: standard deviations of fitted
ranges.

Since the vectok has 4 component;; is a 4x 4 matrix.
The best values of the unknown parameteysvg, ap and
a, i.e. o, do, do anda, are the components af and their
variances are obtained from the diagonal componengs;of

One can now calculate the time behaviour of range from
Eq. (17) and that of velocity from Eqg. (21). 5 Inversion results

The standard deviation of range at each instant of time is
given by the square roots of the diagonal elements of the maThe method is demonstrated with data from the EIS-
trix CAT UHF radar, obtained from beam passes of EUMET-

T SAT's METOP-A satellite. The satellite is 3-axis sta-

2 =Bo)-Ze By B2 ised and, including its solar panel, it has a size of
Correspondingly, the standard deviation of velocity at each17.6 mx 6.7 mx 5.4 m. The method described in Sect. 4 was
instant of time is obtained from the diagonal components ofapplied to the same 12 beam passes as those in Paper |. Fig-
the matrix ure 4 portrays ranges from satellite pass 1. The red curve in
Y. —B...%. .BT (33) the top panel indicates the ranges given by the inversion, after

Y @ &2 P subtracting a linear trend . The dots indicate ranges from
whereX;, is the 3x 3 matrix in the bottom right corner of  individual pulses, calculated as described in Sect. 3.

;. _ _ o _ The middle panel in Fig. 4 shows the corresponding stan-
According to Eg. (21), the time variation of acceleration dard deviations from individual pulses. The smallest values
can be written as of these standard deviations are encountered close to the cen-

(34) tre of the radar beam and their magnitude is of the order of
0.5m. The plot also reveals a set of outliers making descend-
wherex ) = (do, a7 andB ) is a matrix similar to the first  ing structures.
two columns ofB,y. Then the standard deviation for each  The standard deviations of the inversion results, calculated
time is obtained as a square root of the respective diagonaccording to Eqg. (32), are plotted in the bottom panel in
element of the covariance matrix Fig. 4. These standard deviations are of the order of 5cm
S —Bin-¥. .BT (35) and remain rather_constant _during the beam pass. The_re-
@ = 2@ Sia’ P sult shows that the inversion improves the standard deviation
whereX;, is a 2x 2 matrix in the bottom right corner & ;. roughly by an order of magnitude.

a=Bg) X)),
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866 J. Markkanen et al.: Satellite range and velocity

1.0 8 5
2 o5t} E
5 N
L 00} £~
-0.5 -15
0.5
— 0.4 | @
€ o03r £
g 02f >
o1 E
0.0
20 Time [s]
L . - o
g Fig. 6. Deviations of individual measured rangeg (top) and ve-
= 10 | _ locities vm (bottom) from the inversion resulisandv. The stan-
© | | dard deviations are indicated by red bars. The observations are from
beam pass 6.
04 5 6 7 8 9
Time [s]

10

Fig. 5. Velocities and their standard deviations from satellite pass 1. — 5
Zero time refers to the start time of the measurement for this spe-—
cific beam pass. Top panel: the red curve is the fitted velocity after T
subtracting a linear trend_ and the dots are velocities obtained .£ 5 |
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Figure 5 shows the corresponding results for velocity. The
dots in the top panel are the same as the dots in the top panef
in Fig. 4 of Paper I, but the red curve is obtained by fitting  -0.5 )
the model simultaneously to both ranges and velocities. The Time [s]
middle and bottom panels show the standard deviations of
measured and fitted velocities, respectively. Also in this casé-ig. 7. Same as Fig. 6 for beam pass 1.
the standard deviations are improved roughly by an order of
magnitude in fitting, leading to minimum values of a few mil-
limetres per second. Acceleration is not shown here, since it§hese deviations are too large in comparison with the stan-
behaviour is similar to that shown in Paper I. dard deviations of the observation. The gaps in time come
The analysis made in Paper | revealed that the measurefiom pulses which violate the amplitude criterigtD.7 ex-
velocities showed semiperiodic variations around the bestplained in Sect. 3. Also in the bottom panel, the scatter of
fit curve during some beam passes. These variations wermdividual velocity observations around the fitted value looks
clearly not of statistical origin. Therefore, even in this casetoo broad in comparison with the standard deviations. This
it is of interest to investigate how the measured values aresuggests that both range and velocity observations contain
scattered around the fitted curves. errors which are not of statistical origin. The bottom panel
Figures 6 and 7 show deviations of individual range andshows no variations similar to those in the top panel. Still,
velocity measurements from the inversion results. Deviationghe observed velocities may follow some semiperiodic vari-
of ranges are portrayed in the top panels and the correspondttion which is partly invisible due to the scatter of the in-
ing deviations of velocities in the bottom panels. The red bardividual points. In some other beam passes clearer periodic
are errors in terms of standard deviations. variations are seen, as shown in Paper |. Figure 7 contains
Figure 6 contains results from beam pass 6. The rangeorresponding results from satellite pass 1. In this case no
observations in the top panel contain semiperiodic ascendelear periodicity is seen either in range or in velocity obser-
ing structures with deviations of the order of a few metres.vations. Even here the scatter of individual points around the
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fitted curves seems too broad in comparison with their stanfig. 9. Comparison of velocities from beam pass 1, obtained by
dard deviations. three different inversions. Top panel: differences of velocities given
There are two possible reasons for the observed broad digsy the complete inversion problem and the inversion problem for
tributions. One is that the true slopes at the phase shifts argere velocity measurements. The results for the two methods are
different from the applied model. Another point to consider denoted by» and vy, respectively. Middle panel: the ratio of the
is the size of the satellite and its geometrical structure. TheStandard deviations afy andv, denoted byovy andoy, respec-
signal model assumes a point target, whereas the satellite {/¢y: Bottom panel: differences of velocities given by the com-
o . . . . lete inversion problem and the inversion problem for mere range
several metres in size and it carries different instruments ané
N . measurements. The latter results are denoteg bjhe grey areas
a large solar panel. When the whole satellite is '”um'natedindicate the & limits of vy.
by the incident wave, reflections from different parts of the
satellite are summed up in the received signal. Then the exact
meaning of the calculated range is not clear at all. In Paper | Separate inversions
it was assumed that the periodic velocity variations would be
due to the satellite rotation but, since the satellite is 3'aXiSEquati0nS (17) and (21) define two inversion problems which
Stabilised, this eXplanation does not seem to be valid. Whatcan be solved Separate'y_ In the first one, the measurement
ever the reasons are, the investigation of plots like those ifector consists of ranges and in the second one the measure-
Figs. 6 and 7 shows that the true errors or range are not likelynents are velocities. The error covariance matrices of these
to be higher than 1 m, which is clearly smaller than the satelinyersion results can be calculated in the same way as for
lite size. AlSO, the errors of velocities must Usua”y be Sma”erthe Comp|ete inversion prob|em’ i.e. in the way similar to
than some centimetres per second. Eq. (31). The two sets of measurements in the separate in-
Results from analyses made for all 12 beam passes are digersion problems are completely independent, since ranges
played in Table 1. The table contains ranges, velocities angyre determined from delay times and velocities from Doppler
accelerations at a single instant of time for each beam passghifts. When results from the two separate inversion prob-
together W|th their Standard deViationS. The reference time%ms are Compared W|th those given by the joint inversion
are chosen at points where the standard deviation of ranggroblem, one can evaluate the benefit of the method applied
is smallest. The standard deviations of velocity and accelerin this paper. In addition, both methods are able to give fit-
ation are typically of the order of a few mmSand a few  ted velocities and accelerations. Since they come from inde-
mms2. pendent measurements, the reliability of the method can be
checked by comparing the results.
Figure 8 shows the difference of rangegiven by the
range inversion problem in Eq. (17) and ranggiven by
the complete inversion problem in Eq. (25). The top panel
comes from beam pass 1 and the bottom panel from beam

www.ann-geophys.net/31/859/2013/ Ann. Geophys., 31, 8896 2013



868 J. Markkanen et al.: Satellite range and velocity

Table 1.Results from 12 beam passes on 1 December 2010, after 16:00 UTC (Universal Time Coordinated). The numbers in the first column
refer to the beam passes in Table 1 of Paper I. The next three columns show the beam azimuths and elevations as well as the maximum SNF
The following column gives the start times of the IPPs in minutes and secandgyes the times of the results in the next columns (after the

start of the IPPs), and the last six columns contain the ranges, the line-of-sight velocities and the accelerations with their standard deviations.

No. az el SNR mm:ss At r oy v oy a oa
[°] [°] [s] [km] [mm] [ms~1 [mms™]  [ms™2] [mms 2
1 7790 23.34 905 20:07.0 6.5066567 1682.026872 52-4435.0593 3.1 17.9770 2.7
2 72.18 26.31 662 20:34.6 7.2662632 1564.066298 67-3863.0986 41 22.5049 4.3
3 65.31 29.20 33 21:04.4 4.4057653 1468.725878  484-3193.5365 23.7 27.2581 22.2
4 57.00 31.79 689 21:31.4 4.0858753 1393.804997 78-2401.9019 4.6 32.0409 6.8
5 47.66 33.78 217 21:58.4 4.0456398 1341.204460 157#1482.2168 8.2 35.9710 12.5
6 37.19 34.88 577 22:25.2 2.9653133 1315.273764 82-524.6610 5.1 38.3245 7.9
7 26.45 34.88 714 22:52.2 3.2853133 1315.272104 75 524.8633 4.4 38.1106 6.7
8 16.09 33.77 1511 23:18.9 3.3055848 1342.706574 47 1518.3179 3.1 35.7511 4.1
9 6.67 31.75 1062 23:45.3 4.0058845 1396.567347 53 2438.3166 3.5 31.8943 4.3
10 —1.47 29.15 1235 24:13.0 4.1259698 1476.087434 53 3255.2831 3.2 26.8743 3.7
11 —-8.31 26.27 54 24:38.7 5.6262964 1573.977861 202 3920.0012 12.1 22.0638 8.6
12 -14.04 23.34 679 25:05.2 4.2465865 1678.975195 63 4422.7974 4.0 17.9785 4.1

pass 6. The difference is plotted by heavy lines and the greys obtained from Eq. (13) with the parameter valueagf
regions indicate statistical errors gfin terms of 3 limits. ap anda given by the inversion problem in Eq. (17). The
In the middle of the radar beam the agreement is quite goodgrey region indicates the statistical errongin terms of 3
In the case of beam pass 1, for instange; r = 0.2 m. At limits. It is found that the velocities given by the two methods
the edges of the beam the difference may be of the order of are well in agreement. Close to the beam centre the results
few metres. It would be expected that the difference alwaysare nearly identical. For instance, at the time of minimum
departs from zero by less than the given error limits. Indeedstandard deviation of range; — v = —9.3mms ™! and this
this mostly happens but not at all times. Figure 4 shows thatleparts from zero by less than its 3mit. In most of the 12
the standard deviations efrom beam pass 1 are of the order beam passes this difference is smaller than 0.5'm's
of 50 mm and nearly constant during the whole beam pass. Figure 10 shows a similar comparison of acceleration
Close to the centre of the beam, the corresponding standargiven by different inversions, also from beam pass 1. The
deviations ofr; (not shown) are only about 26 % higher than top panel gives the difference of accelerations from veloc-
those ofr at the minimum of standard deviations, but at the ity measurementsi() and all measurements)( The results
edges they are about 10-fold. Results for beam pass 6 arare nearly identical, the difference being always smaller than
quite similar. Hence including velocity measurements in thel mms2. The second panel indicates that the ratio of the
inversion improves the accuracy of range only slightly closetwo standard deviations is almost precisely equal to unity, so
to the centre of the beam, but the improvement during thethat same standard deviations are given by both methods. The
whole beam pass may be substantial. bottom panel demonstrates the acceleratipobtained by
Velocities obtained by different kind of inversions are range measurements and the grey region displays¢Ha8
compared in Fig. 9. All these results are from beam pass 1its. At the edges of the beam, the difference may be of the or-
The top panel shows the difference of velocities obtainedder of 2ms?2 and, even at the time of minimum standard de-
from velocity observationsu() and those obtained by com- viation of rangegr —a = 0.52 ms™2. At this instant of time,
bining both velocity and range observation$. (The differ-  the respective standard deviations age= 107 mm 2 and
ence is maximally of the order of a couple of millimetres per o4 = 2.7 mms 2. Considering thatz ~ 18 ms2, the dis-
second. agreement betweem and a, is rather large in comparison
The ratio of the standard deviations given by the two meth-with the corresponding disagreements of range and velocity.
ods is plotted in the middle panel in Fig. 9. The results shows
that including the range measurements in the inversion only ] .
very slightly improves the accuracy. Thus the improvement/ Summary and discussion
in velocity gained by the inversion problem in Eqg. (25) in
comparison with that in Eq. (21) is nearly negligible.
The bottom panel in Fig. 9 shows the difference of velocity
vy Obtained from range measurements anick. that given by
combining both velocity and range observations. The forme

This paper, together with the earlier work by Nggret

al. (2012), presents a compound algorithm for determina-
tion of satellite velocity and range from radar pulses ob-

rs.erved during a beam pass of the satellite. The method first
calculates the Doppler shifts of individual echo pulses at
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50 cm and those of velocity from 3 to 24 mm's These are
the statistical error limits given by the applied model as-
suming a point target. The best results shown in this paper
compare well with those obtained by lasers, altimeters and
GPS receivers. For instancBpley et al.(1994, Nouél et

al. (1994 andvisser et al(2009 report position errors of the
order of 5cm or somewhat below.

The target satellite is 3-axis stabilised and, including its
solar panel, it has a size of 17.6x6.7 mx 5.4 m. Thus the
standard deviation of range is much smaller than the satellite
size. Since the whole satellite is illuminated by the incident
wave, it is impossible to know what part of the satellite the
1.0000 . . . . . . . . . inversion result refers to. The analysis also shows that the ob-
4 : : : : : : : ; : served deviations of individual range observations from the
fitted range are often larger than what one would expect from
their standard deviations. As discussed in Sect. 5, this is pos-
sibly caused by the analysis method creating non-statistical
errors. The results indicate that the true error of the fitted re-
sults is not likely to be much higher than 1 m. This is still
5 6 7 8 smaller than the satellite size.

Time [s] The determination of the true range is affected by a factor

] ) ] . which is not taken into account in this paper. The point of
Fig. 10. Comparison of accelerations from beam pass 1, obtaine

) . . . . transmission should be defined at an accuracy which com-
by three different inversions. Top panel: differences of accelerations

given by the complete inversion problem and the inversion problem.pares to the §tandard QQVIatlon of t.he calculated range. This
s a problem itself and it is not considered here.

for mere velocity measurements. The results for the two methods . - . .
are denoted by anday, respectively. Middle panel: the ratio of Another fact to be taken into account is that the direction

the standard deviations of anda, denoted byray andog, respec-  Of the satellite position cannot be determined precisely by
tively. Bottom panel: differences of velocities given by the com- the monostatic radar experiment used in this paper. This is
plete inversion problem and the inversion problem for mere rangebecause the results of the EISCAT UHF radar come from the
measurements. The latter results are denotegt byhe grey areas  beam with a width of the order of ®5The variation of SNR
indicate the & limits of ar. during the satellite pass gives some clue of a more precise
direction but, because the satellite hardly ever flies through
the centre of the beam, even this information cannot be very
accuracies beyond what can be obtained by Fourier transprecise. A tristatic radar would offer a possibility of more
form of any practical length. The beam-aligned velocities areaccurate determination of satellite position. By directing all
obtained from the Doppler shifts. This method is describedthree antennas to the satellite, one could find the ranges from
by Nygrén et al.(2012. Next, the time differences of corre- the three antennas, and then the position and velocity would
sponding phase flips in the transmitted and received phasbe unambiguously determined.
coded pulses are determined. These time differences give Since the radar pulse travels in the ionosphere, the radio
range values at times when the phase flips hit the target. Thevave may be sightly affected by refraction and then the mea-
method is based on the filtering effect on the pulse shape. Theured distance does not exactly correspond to a straight line
receiver filter creates slopes at the phase flips and the amplbetween the radar and the satellite. When extremely precise
tudes of the samples at the slopes allow the determination ofneasurements are made, the ionospheric effects are not nec-
the times of the phase flips at a high accuracy. essarily negligible loque and JakowskR01]). These ef-

The ranges and velocities from a single beam pass of théects are largest at low elevations of the radar beam, but they

satellite are combined into a stochastic inversion problemare not considered in the present work.
Solving the problem gives a Taylor's expansion of range as When considering the velocities, their true errors must also
a function of time up to the third time derivative. Thus the be larger than those shown by the standard deviations. This is
result gives the time variation of range and velocity as well seen by comparing the individual standard deviations and the
as the linear time variation of the second time derivative ofscatter of observations around the fitted velocities. Also, as
range, together with their standard deviations. shown in the figures of the earlier papilygréen et al, 2012,

The method is demonstrated using data from the EISthe velocities sometimes show periodic variations around the
CAT UHF radar, obtained from beam passes of EUMET-fitted values. Whatever the reason is, the true errors of veloc-
SAT’s METOP-A satellite. The smallest standard deviationsity are usually not higher than a few centimetres per second.
of range from the analysed 12 beam passes vary from 5 to
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It is possible to divide the inversion problem into two sep- Folkestad, K., Hagfors, T., and Westerlund, S.: EISCAT: An updated
arate parts, one of them using only range observations and description of technical characteristics and operational capabili-
the other only velocity measurements. Comparison of results ties, Radio Sci., 18, 867-879, 1983.

from these inversion gives a view on the benefits gained byFoster, J. L., Benbrook, J. R., and Stansbery, E. G.: Detection of
the full inversion. The results show that the full inversion small radar cross-section orbital debris with the Haystack radar,

: . : : Adv. Space Sci., 35, 1210-1213, 2005.
g;otﬁlsTagglrybzlgr:]]tIwgﬁéogﬁaflgitaggunrggydI%ét?at?glgglzrgoldstein, R. M., Goldstein Jr., S. J., and Kessler, D. J.: Radar ob-
' servations of space debris, Planet. Space Sci., 35, 1007-1013,

obtained. However, a clear improvement is achieved at the _
edges of the beam, and therefore the results given by the fullioque, M. M. and Jakowski, N.: lonospheric bending correction
inversion problem are useful when applied in determining the  for GNSS radio occultation signals, Radio Sci., 46, RSODOS,
orbit parameters, for instance. d0i:10.1029/2010RS004582011.

The separate inversion problems allow the determina-Janches, D., Mathews, J. D., Meisel, D. D., and Zhou, Q.-H.: Mi-
tion of velocity separately from measured ranges and from crometeor Observations Using the Arecibo 430 MHz Radar,
Doppler shifts, which are completely independent observa- Icarus, 145, 53-63j0i:10.1006/icar.1999.633@000.
tions. The standard deviations given by the former method’anhces, D., Pellinen-Wannberg, Aaggstom, I, and Meisel, D.
are larger than those given by the latter one, but the agree- D.: Tristatic observations of meteors using the 930 MHz Euro-
ment between the two results is good. Closest to the centre of Pean Incoherent Scatter radar system, J. Geophys. Res., 107,

the radar beam, the difference is typically some tens of cen- doi:10.1029/2001JA009203002.
! yp y Lehtinen, M. S. and Elggstdm, |.: A new modulation principle for

timetres per sgcond and rarely .more'th.an a fe\(v metres per incoherent scatter measurements, Radio Sci., 22, 625-634, 1987.
second. The difference usually lies within & 3mit of the Markkanen, J., Lehtinen, M. S., and Landgraf, M.: Real-time space
least accurate result. This agreement between the two results gebris monitoring with EISCAT, Adv. Space Res., 35, 1197—
greatly supports their reliability. 1209, 2005.

Ultimately, the accuracy of our method must be verified Nowél, F., Berthias, J. P., Deleuze, M., Guitart, A., Laudet, P., Pi-
against the operational orbit of the observed satellite. Before uzzi, A., Pradines, D., and Valorge, C.: Precise Centre National
this can be meaningfu”y done with the inherenﬂy very h|gh d’Etudes Spatiales orbits for TOPEX/POSEIDON: Is reaching
accuracy provided by the present method, the systematic off- 2cm stilla challenge? J. Geophys. Res., 99, 24405-24419, 1994.
sets and distortions due to the receiver and the antenna nedy9ren. T., Markkanen, J., Aikio, A., and Voiculescu, M.: High-

to be carefully quantified. This will require further inspection ~ Précision measurement of satellite velocity using the EISCAT
and measureyrr?ents of the radar s stqem itself P radar, Ann. Geophys., 30, 1555-156%i:10.5194/angeo-30-
y : 1555-20122012.

Romero, |., Garcia, C., Kahle, R., Dow, J., and Martin-Mur, T.: Pre-
cise orbit determination of GLONASS satellites at the European
space agency, Adv. Space Res., 30, 280-287, 2002.

Tapley, B. D., Ries, J. C., Davis, G. W,, Eanes, R. J., Schutz, B. E.,

Shum, C. K., Watkins, M. M., Marshall, J. A., Nerem, R. S., Put-

ney, B. H., Klosko, S. M., Luthcke, S. B., Pavlis, D., Williamson,

R. G., and Zelensky, N. P.: Precision orbit determination for

TOPEX/POSEIDON, J. Geophys. Res., 99, 24383-24404, 1994.

sser, P. N. A. M., van den IJssel, J., van Helleputte, T., Bock, H.,

Jaggi, A., Beutler, G.Svehla, D., Hugentobler, U., and Heinze,

M.: Orbit determination for the GOCE satellite, Adv. Space Res.,

43, 760-768, 2009.

Vonbun, F. O., Argentiero, P. D., and Schmidt, P. E.: Orbit deter-
mination accuracies Using Satellite-to-Satellite Tracking, |IEEE
Trans. Aerospace and Electronic Systems, AES-14, 834-841,
1978.

Baggaley, W. J.: Advanced Meteor Orbit Radar observations of in-"V@kker, K. F. and Ambrosius, B. A. C.: Precise tracking and orbit
terstellar meteoroids, J. Geophys. Res., 105, 10353-10361, 2000. determination of ERS-1, Acta Astronautica, 12, 213-224, 1985.
Bock, H., Hugentobler, U., Springer T. A., and Beutler, G.: Efficient
precise orbit determination of LEO satellites using GPS, Adv.
Space Res., 30, 295-300, 2002.

AcknowledgementsThis work was initiated during a visit by TN
to the University of Galati, supported by a grant of the Roma-
nian National Authority for Scientific Research, CNCSUEFISCDI,
project number PN-II-ID-PCE-2011-3-0709 (SOLACE). The work
was also supported by the Academy of Finland (application number
43988) and the Space Institute at the University of Oulu. EISCAT is
an international association supported by China (CRIRP), Finlanokﬁ
(SA), Japan (STEL and NIPR), Germany (DFG), Norway (NFR),
Sweden (VR) and United Kingdom (NERC).

Topical Editor K. Kauristie thanks two anonymous referees for
their help in evaluating this paper.

References

Ann. Geophys., 31, 859870, 2013 www.ann-geophys.net/31/859/2013/


http://dx.doi.org/10.1029/2010RS004583
http://dx.doi.org/10.1006/icar.1999.6330
http://dx.doi.org/10.1029/2001JA009205
http://dx.doi.org/10.5194/angeo-30-1555-2012
http://dx.doi.org/10.5194/angeo-30-1555-2012

