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Abstract. An auroral flux tube is modelled from the mag- the closure of the field aligned currents through the conduct-
netospheric equator to the ionosphere using Vlasov simuing ionospherelfyons 1980. These magnetic field aligned
lations. Starting from an initial state, the evolution of the electric fields can be supported by the magnetic mirror field,
plasma on the flux tube is followed in time. It is found that giving rise to potential drops that extend over great distances
when applying a voltage between the ends of the flux tubejn space Alfv én and Rlthammar1963.

about two thirds of the potential drop is concentrated inathin Early theory included stationary kinetic models of the
double layer at approximately one Earth radius altitude. Thepotential profile and of the relationship between the field-
remaining part is situated in an extended region 1-2 Earthaligned current and the total potential drop along the field
radii above the double layer. Waves on the ion timescale deline (Knight, 1973. If the electrostatic potentidf is mono-
velop above the double layer, and they move toward highetonic, the current carried between the ionosphere and the
altitude at approximately the ion acoustic speed. These waveagnetospheric source can be calculated once the distribu-
are seen both in the electric field and as perturbations ofion functions at, and the voltage between, the two regions
the ion and electron distributions, indicative of an instabil- are known.Fridman and Lemair¢1980 found that for pa-

ity. Electrons of magnetospheric origin become trapped berameters of interest in the upward current region the current
tween the magnetic mirror and the double layer during itsis proportional to the potential drop. Similar current—voltage
formation. At low altitude, waves on electron timescales ap-characteristics were later found for plasmas with kappa dis-
pear and are seen to be non-uniformly distributed in spacetributions Pierrard 1996 Pierrard et a].2007).

The temporal evolution of the potential profile and the total One particular difficulty, which was pointed out IBers-
voltage affect the double layer altitude, which decreases wittson(1966), is that unique potential profildg(z) only can be

an increasing field aligned potential drop. A current—voltagefound under certain conditions. This can be seen considering
relationship is found by running several simulations with dif- the effective potential/ (z) = ¢V (z) + 1 B(z), which was in-
ferent voltages over the system, and it agrees with the Knightroduced byWhipple (1977). Hereq is the particle charge,
relation reasonably well. u its magnetic moment anfl the magnetic flux density. If

Keywords. Magnetospheric physics (auroral phenomena;U(Z) has no maximum between the source of the population

electric fields); Space plasma physics (numerical simulationarld the ppmt under _conS|derat|on, .th? d|§tr|but|on_ function
studies) can be uniquely obtained from the distribution function at the

source point. If, however, such a maximum exists for parti-
cles with certain values 9f, the distribution function cannot

) be determined from the distribution function at the source
1 Introduction point and the local quantitiég(z) and B(z) alone.Chiu and
Schulz(1978 studied the electrostatic potential as a function
of the spatial coordinate along the magnetic field and, as-
'suming a stationary state, showed that the conditiow/fa
aving no maximum is thatV /d B > 0 andd?V /d B> < 0.

Electric fields parallel to the magnetic field are known to ex-
ist in the auroral zone, and they contribute to the acceler
ation of auroral electrons. Transverse electric fields at hig
altitude result in parallel electric fields as a consequence 0
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1228 H. Gunell et al.: Vlasov simulations of parallel potential drops

While a maximum inU (z) is an effective potential barrier, a physics Ergun et al. 2002 Andersson et al.2002. Two-
minimum constitutes an effective potential well, where therespacecraft measurements have revealed further details of the
may be a trapped population of particles that are unable tgotential structure in the acceleration regidbtagklund et al,
reach both the equatorial and the ionospheric source points2011). Observations in the downward current region have

Auroral flux tubes have been modelled with various ap-shown that electric double layers can be stabilised by the
proaches. Fluid models have been used to studyéhlfv presence of a suprathermal component of the electron distri-
waves, and build-up of the parallel electric fieRbhnmark  bution (Andersson et al2008. This was confirmed by mod-
and Hamrin2000. Combined fluid/kinetic approaches have elling using Vlasov simulationdNewman et a].20083ab).
also been used, where particle simulations provide non-local In this paper we present results from electrostafig € =
kinetic closure of the fluid equation¥gdin and Rnnmark —daB/dt =0) Vlasov simulations that are one-dimensional
2006. Static solutions to Vlasov's equation have been foundin space and two-dimensional in velocity space. In S2ct.
for auroral flux tubesErgun et al. 2000 covering several the simulation model is described. In SeBtthe model is
Earth radii, and Vlasov simulations of double layers haveused to simulate an auroral flux tube from the ionosphere
been performed in shorter simulation regioia(n et al, to the magnetospheric equator. Finally, the conclusions are
2006. Vlasov simulations have also been used to study thediscussed in Sect.
relationship between ion heating and outflow and electric
double layers in the downward current region of the aurora ) )
(Hwang et al, 2009. Watt et al.(2004 used a drift-kinetic 2 Simulation model
simulation model to study the effect of shear Afvwave

o 2.1 Geometry

pulses on the electron distribution, and they found both par-
allel electric fields and significant electron heating. Drift- \y1o model an auroral flux tube from a source at the magneto-
kinetic simulations of auroral field lines above R altitude spheric equator to the ionosphere, as is illustrated inFg.
showed that trapping of warm plasma sheet electron populagigre 15 shows a schematic picture of the cross section of
tions by shear Alfén waves can prevent wave damping, al- 4 aroral arc. Such an arc can extend over distances on the
lowing acceleration of auroral electrond/gtt and Rankin  orqer of 1000 km perpendicular to the plane of the figure. At
2009. Recent results from kinetic modelling of magnetic (e centre of the arc the electric and magnetic fields are par-

reconnection have shown similar phenomena, including 10-4e| Off centre, the perpendicular electric field component

calised electrostatic potential drops and trapped particles, alz5 ;ses the plasma to drift along the arc with a drift velocity

beit on spatial scales much smaller than in auroral acceleral-,d — E x B/B2. In the following sections all equations are

tion (Egeda! et al.2009. o written for the centre of the arc, where there is no perpen-
Observations of parallel electric fields and double layersic|ar electric field component and no drift. For positions

in magnetised plasmas have been made in laboratory exsit cenre, the equations are still valid in a frame of refer-
periments (e.gTorven and Anderssori979 Torven 1982 gnee that moves with the plasma drift velocity. In that
Schrittwieser et al.1993. Experiments on parallel electric  ame the perpendicular electric field component is zero (see

fields in a magnetic mirror configuration were performed in 4150 pe Keyser and Echi201Q De Keyser et a).2010.
a double-ended Q machine Byto et al(198§ and asingle-  gjnce we model only the dimension along the magnetic field,

ended Q machine bgato et al(1988. This experimentwas e condition for our model to be valid at non-zero drifts is
modelled using particle in cell simulationtsiiiguro et al. ¢ the drift (and therefore also the electric field) is uniform
1999. Song et al(19924 derived a stability criterion which 5504 the arc, as a non-uniform drift in the dimension per-
shows how the double layer position can be stabilised by,engicular toB would cause compressions and rarefactions
the converging magnetic field. This criterion was tested iny, ¢ are not part of the model. The drift speed and the length
a Q-machine experimenong et al.1992h. Starting inthe ¢ the arc determine the transit time for the drifting plasma,
1970s, the formation of potential structures and double lay-ynq that sets a limit to the timescales that can be modelled, or
ers was modelled using particle simulatioBe@rootetal. o 5 given timescale it sets the limit on what drift speeds can
1977 Sato and Okuddl98( 1981, Sato et al.1999. be accepted. Thus, from these geometrical considerations we
Later, double layers were studied through laboratory ex-concjude that the model is always valid for the centre of the
periments and numerical simulations, showing how waves, . \yhere the perpendicular electric field component is zero,

near the local plasma frequency can be concentrated ?” Naknd where there is a perpendicular electric field component it
row oscillating electric field spikesqunell et al, 1996ab; 5 yajid in the drifting frame of reference as long as the drift
Gunell and bfgren 1997, Lofgren and GunellL998, which speed is not too large.

are associated with whistler emissiorBrégnning et al.

2008. The electron beams and whistlers in the latter experi-2 2 Viasov equation

ment are similar to those recently observed at Saturn’s moon

Enceladus Gurnett et al.2011). Observations have shown In our description of the problem, we write the distribution
that electric double layers play an important role in auroralfunction asf (z, v,, 1, t), wherez is the spatial coordinate
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B space, where the perpendicular velocity is represented by the
magnetic moment. With these restrictions, the only electric
field component considered is parallel to the magnetic field.
Each particle species satisfies a Vlasov equation:

of af 1 dB of . of

. L1 | gE — u— —

or TV T m <q Kz +ma9) v, Hon

whereaqg is the component of the gravitational acceleration
that is parallel to the magnetic field. If we assume {héd a
constant of motion,

n=0. &)

This is a good approximation as long as the changB is
\\/ small over one gyration, and its validity in a specific case
\/ can be verified by computing the changeuinusing a three-
dimensional test particle simulation that does not rely on the

assumption in Eq2). Thus, throughout the paper the Vlasov
equation we consider is

af af

1 B
- L 4+ | gE-—nu— — =0. 3
o1 —H)zaZ +m <q 7 - —|—mag) 3)

(b)

B B B Equation B) could be seen as an electrostatic version of
the drift-kinetic equation that has been used to study &ifv
waves and their relationship to the aurovdaft et al, 2004
Watt and Rankin2010.
To integrate Eqg.3) on a discrete spatial grid we use the
(©) flux conservative and positive schemeFHilpet et al.(2001).
This is a variety of the splitting scheme originally proposed
P by Cheng and Knorr(1976. It is essentially a leap-frog
scheme, where the phase space flux ingtection is com-
puted at integral time steps and the flux in thelirection is
SBJ/B(2) SB/B(z+h) computed at half time steps. Computing the flux in one of the
S phase space dimensions and updating the distribution func-
tion accordingly is usually referred to as an advection step.
0 2 Zl+h — In this particular scheme, a third-order reconstruction of a
primitive function of the distribution function is used in the
Fig. 1. Schematic of the geometr{g) The plasma on a magnetic computation of the flux. Limiters of the slope of the primitive
flux tube is modelled between the equatorial magnetosphere, wherBlInction are used to restrict the distribution function to the in-
z=0, and the ionosphere at= 5.5 x 10’ m. (b) Closeup of the  terval 0< f < f, Where f is the global maximum of the
cross section of an auroral arc. The black curves are equipotentialistribution function. For more information see the original

lines. At the centre of the arc the electric and magnetic fields arepaper byFilbet et al.(200) and alsoSchmitz and Grauer
parallel. Off centre, there is afi x B drift along the arc, into the (2006.

plane of the paper on the left-hand side of the figure, and o’ut ofthe \We write the distribution function as a function gf vy,
planf? on tge right(c) IIIuTs:]ratlon Or: the "’_‘pp::‘:a“o” of (;gusz shlaw and ., and only consider the component of the magnetic
toaflux tube segment. The net charge in the segmenkiand the g1y Wheny is a constant of motion, we can compute the
flux tube cross section i$Bs/ B(z), which reduces t§ atz = 0. . . . . . . .
flux in velocity space in one single step in thedirection,
and there is no flux in the direction. The velocity step in,

parallel to the magnetic field,, is the parallel velocity, and IS given by

2 E dB
§= mve szz(q——ﬁ——}—ag)m‘. 4)
2B(2) m

is the magnetic moment. Our model is, thus, one-dimensional'he gravitational acceleration depends on the configuration
in configuration space and two-dimensional in velocity that we seek to model. In the case of auroral field lines, the
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1230 H. Gunell et al.: Vlasov simulations of parallel potential drops

component along the magnetic field is used. The altitude dewhere Eg is a constant that is determined by the bound-

pendence is given by Newton’s gravitational law and the in-ary conditions, and which is equal to the electric field at

clination of the magnetic field. z = 0. The electrostatic potenti#l is obtained by integrating
Since there is no flux in the direction, the simulated dis- Eg. 10), and withV =0 atz = 0 we have

tribution function can be considered as a collection of in-

’

dependent parallel systems, only linked through the electric 187 F B
field. Filbet et al.(2001) used one global maximum value of V(z) = —c / Be /pzdz” d7 — Esf B—dz’. (11)
the distribution function, denoted,,, to compute the lim- 0 S 0 0 S

iters that ensure positivity. In our case, separate maximum

values, one for each value, are used, since the distribution APPIying the boundary condition that = V; at the iono-
for each value of¢ is a separate system. spheric end of the system, where- z;, the constant of inte-

gration Es becomes

2.3 Electric field calculation 105 B
_ Vit el g (o pdz)dz 12
Applying Gauss’s law to a flux tube segment with no per- S= IOZi Bﬁsdz ’

pendicular electric fields, as illustrated in Fitg, we have
If instead the electric field at = 0 is specified as a bound-

ary condition,Es will simply be that field, and if the field is
E(z+h)SBs/B(z+h) — E(z)SBs/B(z) = (p1/€)h,  (5)  specified at = z; we have

whereS is the flux tube cross section at the reference point 1 Zj
whereB = Bs. The charge per unit length of the flux tube is gq— = / odz + ﬁgi. (13)
given by the line charge € Bj

0

ol = quf fs(vz, wdpdvs, (6)  The validity of using a one-dimensional electric field calcu-

B lation rests on the assumption that the perpendicular electric
field is negligible inside the modelled flux tube, which en-
sures that the potential is constant over the cross section. If
there is a perpendicular electric field the model is still valid
in the frame of reference moving with the plasma drift veloc-
d (Bs ) ol ity vg = E x B/B?, as discussed in Se@.1 Satellite cross-
—|—=E|=—. (7) . : . .
dz \ B Se ings of the auroral cavity show that the perpendicular electric
field falls in thin layers at the edges of the cavity with small

In three dimensions, the flux tube has a finite extent Perpen a0 field insideKiull et al, 2003 Ergun et al,2004). The

dicular o the ”?agne“c field and,.the Cross _septlon being In'perpendicular fields at the flux tube edges are stronger than
versely proportional t&, the density of speciesis

the parallel field inside. However, being perpendicular to the
_ B dud 3 magnetic field, they cannot move charged particles in or out
s= Spe fs(vz, wydpdvs. B ofthe flux tube, nor can they contribute to acceleration paral-

lel to the magnetic field. Thus, although a three-dimensional

In the simulations presented in this paper the reference pomﬁwodel would be required to provide a complete picture of

was phosen to. be at _the magne_tospherlc source. With thfestﬁe flux tube, acceleration processes at the centre of it are
definitions an isotropic Maxwellian at the magnetOSphe”Cadequately modelled in one dimension

end of the system with densitg and temperatur& would

where we form the sum of all specieson the right-hand
side. Rearranging Eq5), and taking the limit: — 0, one
arrives at an equation for the electric field:

be written 2.4 |Initial state
SB . . -
f(z, vz, ) = ns_33/2 /zﬁe’(mg/zﬂms)/(k’*”. (9) A major problem is that the initial state of the system gen-
(kpT) 4 erally is unknown. A fast procedure for obtaining a suitable
Sincef is proportional taS, so isp; in Eq. (6), and withS ap-  initial state is outlined here. By introducing an artificial rela-

pearing in the denominator on the right-hand side of Ej. ( tive dielectric constant; such that = ege; in Eq. (7), we can
that quantity is cancelled there, as it is in E§). (Thus, S run a simulation on a coarser spatial grid and with a longer
need not appear in the computer code, but it is keptin Ejs. ( time step, becauskp ~ /¢, and wp ~ 1/,/¢ (Ronnmark
and @) in the interest of dimensional correctness. and Hamrin2000. With

Equation ¥) is integrated to obtain the electric field

& =max(1, (awphr)?) (14)
Z
1B B .
E(z) = _—/p,dz’ + —Es, (20) the plasma frequency will be reduced so that there awe 2
€ Bs o Bs time steps per plasma period. In Eq4) wp is taken to be
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the maximum plasma frequency in the system, and the relt is not necessary to transform the other terms of Bj}. (

sulting ¢, is applied uniformly everywhere. A consequence Since we know botl§ andz, we can perform the advection

of introducing are, > 1 is that sharp gradients become less step in space using the transformed term and the advection in

sharp. For waves, the decreased plasma frequency and tlvelocity using the originab, coordinate. Similarly, there is

increased Debye length cause waves to appear at lower frexo need to transform Eqr). It can be integrated numerically,

quencies and longer wavelengths. This has a damping effedtiking the non-uniform nature of the grid into account, i.e.

on waves since it increases the growth lengths and growthusing different values oAz for different values of.

times. The effective Debye length for one species in our sys- We use rational functions to represerit which we nor-

temis malise so that Eq.2(1) is solved on a uniform grid ranging
from& =0to& =1. If g’ is a function of the form

eoerkpTz s
Ag= | XITBTZS 15
"7V lalns A (22)

P)’
If electrons of different origin are treated as different species, . . .
the effective electron Debye length is whereP (§) is a polynomial, we can write

/ _ aj
re= 3 322, e ¢ (5)‘;;;—19,»’ @3)

wherea denotes all species representing electrons. whereb; are the poles o’'(¢£) anda; are the residues at
In Sect.3 below, a series of simulations are run, starting those poles. The transformation functig(¥) is found by

from a high value o, and letting it decrease toward more integratingg’(¢), so that

realistic values for each run. In this way the simulation region

is allowed to fill up quickly when the; value is large and to 8(§)= Z“f In (E - bf)' (24)

converge toward a realistic solutionqss decreased. Such a /

solution constitutes a reasonable, although not unique, initialye then normalise so th&(0) = zmin and (1) = zmax and

state for a time-accurate simulation of the system. Compuye have

tational efficiency benefits from a decreased number of grid

cells when the grid is made coarser by the introductiog of 2(€) = zmin+ (Zaj In(&—b;) - Zai In (_bf)>
J J

2.5 A non-uniform grid

% Zmax — Zmin . (25)
The number of grid cells can be reduced by the introduction > ;aiin(1=b;) =3 a;In(=b;)
of a non-uniform grid, thus having a high spatial resolution
only where this is needed. Our grid is non-uniform with re-
spect to the coordinate. This is accomplished by transform-
ing thez axis to thes axis by the transformation

z=g(&). a7 g6 =

Since a sum of functions of the form given by EQ3) is
itself a function of that form, we can construgt(¢) as a
sum:

1
—_— 26
— P (&) (20)

A transformed equation can then be solved on the unifporm
grid. The parallel velocity becomes

dz dz d& ,
_ 9z _ = ovg, 18
vz dt d& dt £ (18)

Using functions of this form has the advantage that we can
use techniques from filter theory, where rational functions
are used to describe the filter transfer function. This is par-
ticularly useful when modelling auroral acceleration, where
the need for spatial resolution changes quickly between low

and we shall require altitudes dominated by ionospheric plasma and higher alti-

dz . tudes where the hot magnetospheric plasma dominates. Sim-
aE =g >0 (19) ple pole expansions that were developed to model plasma
distribution functions are also of the form given by E26Y
Now, the distribution is a function df: and can be described by their poles and residuéggfen
, and Gunell 1997).
f@ vz t) = f(8(8). g'vg, iy 1). (20) In our implementation, we write the poles and residues to

a file, which the simulation program reads at the start of each
run, and then the grid is created according to 2§).(An ex-

af wzof 1 dB af ample is shown in Fig2. The top panel shows the transform
B g 9E ' m ( “HhE T mag) v, 0. (21)  ,_¢(), and the bottom panel shows the step gize(solid

We transform the second term of E) &nd obtain
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1232 H. Gunell et al.: Vlasov simulations of parallel potential drops

x 10 Table 1.Poles §;) and residuesa(;) of the transformation in Fig2.
Only poles in the upper half-plane are included in this table.

Group aj bj

1 0.0111+0.0062  —0.6673+40.9750
—0.01114+-0.0062  0.6673+ 0.9750
0.0-0.0252 0.0+ 1.0720
0.0275-0.0179  —0.0299+40.0079
0.01114-0.0433 —0.0124+0.0190
—0.0275-0.0179  0.0299+ 0.0079
—0.0114—-0.0433  0.0124+40.019G

0.0 —0.0239 1.0+1G

1o°Magnetosphere lonosphere

WNNNNPREP P

< C3~ 6.2 x 10’ m. Table1 shows the poles and residues of
D T the transformation illustrated in Fig. Only the poles in the
upper half-plane have been tabled. For each pglén the
107 upper half-plane there is a complex conjugate plt}lén the
‘ ‘ ‘ ‘ ‘ lower half-plane, and its residug’ is the complex conju-
0 1 2 3 4 5 ‘ i the fi o
z [m] <10 gate ofa;. The group number in the first column indicates to
which one ofPy, P», and P3 the pole belongs.
Fig. 2. An example of a transforny = g (&) (top) and the resulting The grid can be made non-uniform also in fhéirection.
step sizeAz (solid line) and the effective electron Debye length ~ As u is an adiabatic invariant, this does not affect the solu-
(dashed line), from a simulation, as functions ¢bottom). tion of the Vlasov equation, since no advection stepiis

performed. The grid spacing in thedirection, like in thev,

. , . . direction, can be different for the different species, and we
line), |Ilus_trat|ng how the effective electron DebYe Igngg_w have implemented a grid with grid cell boundaries at
(dashed line) can be resolved. The transformation in this ex-

ample is of the form i\®
M = min + (Wmax— Kmin) (_> , Jj=012... Ny,

C1 C2 Cs3 m
(31)

P& TP T P

where whereN,, is the number of grid cells ip for the species in
2 4 6 guestion and is a constant that can be set for each species,
Pi(€) = 1+} (i) + 1 <£) 1 (i) (28) anda = 1 yields a uniform grid. For the auroral simulations
31 22. 21\ & 23.31\& reported in this article we have used= 4 andumin = O.

2
is a truncated Taylor expansion of €%p/£2), andé1 =0.6 2.6 Relativistic electrons
determines the slope @ for z > 5x 10’ m as is seen in the

gE =

(27)

lower panel of Fig2. The polynomial When modelling large potential drops — that is to say, in the
range of tens of kilovolts — electrons may reach relativistic

Py(E) = 1~|—0.12T42 (i) (29) speeds. For relativistic partic.Ies. is no longer conserved.
Instead the conserved quantity &lfyy én and Rlthammay
196

whereT4(¢/&2) is a fourth-order Chebyshev polynomial, is 3

responsible for the cutoff & = & = 0.025, corresponding ) Pi J/Zmovi

to z 25 x 10’ m. This term is obtained from filter theory, X = 2moB ~ 28 M (32)

where 1./P2(§) is the transfer function of a fourth-order

Chebyshev low-pass filter with 0.5 % pass band ripple. wheremy is the particle mass at rest, and

P3(£) = (6§ —1—10i)(E —1+10i)) =£%— 26 +101 (30) 1

(33)

v2+v?

1
) ) L o re \/1_ 2 \/ ,
is a slowly varying function in G & <1, which is added 2 1- “=
to the other two terms to adjust the minimum valueAof.
In this example, the values of the coefficients that appeamwherec is the speed of light in a vacuum. In order to im-
in Eq. 7) are C1~6.6x10Pm, C2~15x10°m, and plement a relativistic treatment in the code, weudéteplace
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1, so that the distribution function i§(z, vz, i/, t) for those Table 2. Parameters used in the simulations.
species that are treated relativistically. We are then able to

computey and re-write the; advection subroutine for these Magnetosphere  lonosphere
species, replacingv;z in Eq. @) by p 0 55x 10’ m
B 0.086 uT 56 uT
E " dB
Ay = ( aE W _dB +ag> AL (34) ke Te 500 eV lev
ymo  y“mo dz ksT 2500 eV lev
n 3x1Pm3  1x10°m=3

Solving the system given by Eq84) and @3) yields an ex-
pression for in our coordinates:

and the component parallel to the magnetic field is found us-
(35)  ing a dipole model of the magnetic field line. Though this is
done all along the axis, it is only at low altitude that the
gravitational force is important.
2.7 Implementation We start with an empty simulation region at=0.

) ) ) Maxwellian distributions are prescribed at the boundaries,
The scheme described above has been implemented in Fogng the system is allowed to fill up from the ends. This can

tran code, and the computations have been parallelised usings qone quickly using a large value. A series of simula-
the Message Passing Interface (MPI). Ehaxis is divided  tjon runs with successively lower is performed, in order to
among the parallel processes in segments with as nearlyyoquce a realistic initial state, starting from which a time-
equal a number of grid cells as possible. Each process exyccyrate simulation of the system can be run.
changes messages with its two neighbours at each time step p series of simulation runs was performed, starting with
while solving the Vlasov equation (the two processes at the,Er = 4.98x 108, and with the boundary conditions tHét= 0
system ends only have one neighbour). The advection steghg £ — 0 at the magnetospheric end of the system. The
in the & dimension requires that the distribution function at ionospheric end was allowed to float. The simulation was
the twoé points closest to the process boundary is sent to thg iy in this way for 10's, which corresponds to the time it
neighbour process. Equatior) (is solved by a simple inte-  takes a 2.5 keV proton to traveb710f m. Thus, it is shorter
gration, where each process sends one message to procesg\@n the ion transit time by a factor of eight, but it allows
and gets one back. Computing the flux and updating the disthe system to start filling up with plasma. Then the bound-
tribution function are the most computer-intensive tasks. ary conditions were changed by specifying the voltage over
Source code for the simulation program has been dene system, and bringing it down linearly to 3kV during
posited with this article as supplementary material. 20s. The simulation was run at 3kV until a steady state
was reached after approximately five minutes. After that,
three more runs were performed successively with decreas-
ing er =1.27x 107, 7.96x 1%, and 498 x 10*, each run
We have used the simulation program to model the plasma offi2/ting from the plasma state at the end of the previous
an auroral field line. The results are presented in this section": The magnetospheric electrons are_tr_ea_ted relativistically,
Simulating an auroral flux tube, we use an approxima-s'nce they may be accelerated to relativistic speeds by tran-

tion for theL = 7 shell magnetic fieldvedin and Ronnmark sient electric fields when the simulation region is filled with

3 Results

plasma from the ends. The results from the last run are pre-
2009 .
sented here. Plasma parameters for the magnetospheric and
7 \? B ionospheric boundaries are shown in Tahle
B;(z) = Buexp <L_z> <In (%) -06 Figure 3 shows (a) the plasma potential and (b) the den-
sities of the different species, for the case where the total
18( 2 2 sa( 2 6 36 acceleration voltage was 3kV. FiguBe shows the plasma
o\ L, T2 L, ’ (36) potential for each of the four different valuesepimentioned

above. The gradient steepenseass decreased. The black
whereB) = 56 UT andBy, = 0.0864 uT are the magnetic flux curve in Fig.3a shows the mean value of the potential during
densities at the ionospheric and the magnetospheric ends diie interval 499s< r < 5.0s. Here = 0 at the start of the run
the system respectively, arigy = 5.5 x 10’ m is the length  at ¢; = 4.98 x 10*. Approximately two thirds of the poten-
of the system. The axis is defined so that= 0 at the mag- tial drop is concentrated in a thin double layer just below one
netospheric end of the system, ang L, at the ionosphere. Earth radius altitude. The remaining kilovolt falls in a region
The magnetic field given by EqB6) is shown in Fig3e. The  that extends 1-2 Earth radii above the double layer. Close
gravitational field is modelled by Newton’s gravitational law, to the double layer, at~ 4.5 x 10’ m andz ~ 4.9 x 10’ m,
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Fig. 3. (a)Plasma potential as a functionnf(b) The density in the
same simulation. The thick blue curve shows the plasma density .«
The thin solid curves show protons (red) and electrons (blue) from
the magnetospheric end of the system. The dashed curves show pr
tons (red) and electrons (blue) originating from the ionosphere. The
Xs indicate the positions for which distribution functions are shown
in Fig. 6. (c) Potential profiles for different values ef. (d) Test
of the influence of the initialisation process. The dashed blue curve
shows the potential after the system was filledrat: 1.27 x 10'. 0 1 2 3 4 5
The dashed red curve shows the potential after the system was fir: z [m] T
filled at zero voltage, and then the voltage was ramped up to 3kV,
also ater = 1.27 x 107. The solid blue curve is the corresponding Fig. 5. Phase space densiti¢gz, vz) at = 5.0's for (a) magneto-
potential profile copied from panét). The solid and dashed blue spheric electrongp) magnetospheric proton&) ionospheric elec-
curves overlap almost completelg) Magnetic flux densityB, as trons; andd) ionospheric protons. The colour scales have been nor-
given by Eq. 86). malised so that integrals over al} yield ns/B. In panel(d), the
simulated velocity range is allowed to shift so that, for each value of
z, itis centred on the mean velocity. Thus, large unpopulated phase
space regions (white in this figure) do not need to be modelled.

[10°m/s]

= -10

perturbations of the potential and density are seen. These

move upward at a speed slightly above the ion acoustic speedre. The ion acoustic waves are also seen as perturbations of
of 250kms1, as is illustrated in Figd, which shows a — ¢ the potential and density in Fi§.

diagram of the electric field. The stationary double layer elec- In Fig. 3b, the thick blue curve shows the plasma density.
tric field is seen as a horizontal dark blue band across the figThe thin solid curves show protons (red) and electrons (blue)
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Fig. 7. (a)Current density scaled to the ionosphere as a function of

the voltage across the system. The different symbols correspond to

v runs with different values af;. At the two highest, values, 498 x
wo[10°Am?] 108 and 127 x 107, simulations have been run for all voltages. At

er=127x 107, simulations have been run for 0 and 3kV, and at

Fig. 6. Phase space densitigg/, vz) at+=5.0s for magneto-  the lowest values; = 4.98 x 10%, the simulation has been run only

spheric electrons dB) z =4 x 10" m; (b) z=4.91x 10’ m; and for a total voltage of 3kV. The black line shows Knight's current—

(c)z = 5.1x 10’ m. These positions are marked in the potential and voltage relationshiptb) Double layer position as a function of the

density diagrams in Fid. The colour scales have been normalised total acceleration voltage.

so that integrals over all gf’-v; space yielths. The regions in-

dicated by white lines are I: precipitating electrons; Ib: up-going

electrons that will reflect and then precipitate; Il: electrons which ., . i
can reach the equator; and IlIl: trapped electrons. The dashed whitthlnner plasma above. Although the sheath voltage is similar

lines show the boundaries between the regions computed accordin?o1 the |o_nosphe_rlc temperature, the velocity distributions in
o the theory byChiu and Schul£1978, and the solid lines using the interior are influenced less by the sheath than by wave

Egs. 87) and @8). heating above the ionosphere. The temperature of the iono-
spheric electrons increases from 1 eV at the boundary to 3 eV
in the plasma between the double layer and the ionosphere.

To see how the initialisation process and the successive
from the magnetospheric end of the system. The dashedecreasing ok, affect the results we have performed two
curves show protons (red) and electrons (blue) originatingtests. The dashed blue curve in F8gl shows the potential

from the ionosphere. A steep density gradient develops at thafter the system was filled from the ends-ai= 1.27 x 10'.

position of the double layer. This corresponds to the lowerThis should be compared to the solid blue curve, which was

boundary of the auroral cavity. A less steep density gradi-obtained as described above, filling the system firgt at

ent extends throughout the high-potential side of the dou-4.98 x 10® before decreasing; to 1.27 x 10’. The dashed

ble layer. In laboratory experiments, double layers are somend the solid blue curves overlap to the extent that they can-

tens of Debye lengths widd@rvén and Anderssqri979. not be distinguished in the figure. The dashed red curve in

For auroral double layers the difference between the Debyé-ig. 3d shows the potential after the system was first filled

lengths on the two sides of the double layer is much largerat 0V, after which the voltage was ramped up to 3kV and

than in laboratory plasmas, due to the larger difference inthe simulation was allowed to run until a steady state was
temperature. If we define the double layer width to be thereached. This test was run with= 1.27 x 10’, and should
distance over which the potential changes from 10 % to 90 %be compared to the solid blue curve for thatalue. The po-

of the double layer voltage and take the double layer to beential profiles are very similar for the different initialisation

where the potential goes from 1000V to 3000V, this width methods.

is 19 timesie on the high-altitude side. The Debye length  Figure 5 shows the distribution functiorf(z,v;) att =

on the high-altitude side is the relevant reference length, be5.0 s for the different species: (a) magnetospheric electrons;

cause on the other side, the much colder ionospheric plasmg@) magnetospheric protons; (c) ionospheric electrons; and

has only an insignificant influence on the double layer width.(d) ionospheric protons. Electrons that originate from the

Thus the width is in agreement with laboratory experiments.ionosphere (Fig5c) are confined to the low-altitude, high-

At the ionospheric boundary there is a sheath of about 1 V potential, side of the double layer. On the right-hand side of
which is too small to be seen in Figa. It separates the cold Fig. 5a (z > 5.1 x 10’ m) one can see some electrons, com-
dense ionospheric plasma at the boundary from the hotter anithg from the magnetospheric end of the system, which have

v
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been trapped between the double layer and the magnetic mi Magnetosphere lonosphere lonosphere
ror. The ionospheric protons (Figd) are first accelerated in O 04
the double layer, and then by the extended electric field a ®
high altitude on the low-potential side. An ion instability can
be seen developing at~ 5 x 10" m.

Figure6 shows distribution functiong (i, v,) atr =5.0s
for magnetospheric electrons at (@4 x 10’ m; (b) z =
4.91x 10’ m; and (c)z = 5.1 x 10’ m. These positions are 0 —{ 04l (d)
marked in the potential and density diagrams in Big/Vhite _ | -
lines mark the boundaries between different phase space ré §
gions, assuming a stationary potential. Electrons in region & 1 =
can reach the ionosphere, and region Ib contains up—goinlL” -
electrons that will be reflected and then join region I. Elec- ‘ | t=5s ‘ || -oa t=5s
trons in region Il can reach the equator, either directly, or ~ ©* 2 & ¢ ° R s T
after being reflected by the magnetic mirror field. Region IlI
contains electrons that are trapped. Applying the method proFig. 8. (a) Electric field as a function of at¢ =1 for the case
posed byVedin and Rnnmark(2004) to our case, we find  Wwith 3kV total voltage. The narrow minimum neae= 5.1 x 10’ m

that a particle at = z1, whereV = V4 and B = By, can is the double layer electric fieldb) The electric field on the high-
reach the ionosphere if potential, low-altitude, side of the double layerat 1s.(c) Same

as(a) but forr = 55s.(d) Same agb) but forr =5s.

-5

E [mV/m]

-10

18 t=1s -04 t=1s

‘< min — (V1= V( ))+mvz21 37)
M= 2B B \ 17 2 |

Figure 8 shows the simulated electric field as a function

and for it to reach the equator it must have of z for t =1s andr =5s. In panels (a) and (c) the full
2 range is shown for these two instants in time. The large neg-
1 mv ; i~ i _ 7
W > max g (Vi— V(@) + i) (38) ative electric field near = 5.1_ x 10 m Corresp_onds to the _
0<z<z1 B(z) — B1 2 double layer. It looks like a single spike on this scale, but it

is resolved in the simulation. The waves on the ion timescale
azeen in Fig4 are seen in Fig8c betweery = 4.5 x 10’ m
: ndz = 5 x 10’ m, and they are also visible close to the dou-
2 2 '
dX/dB = %anr(lddd \(/dB TShO (Ch'ul atmlj( S;&L;}I,élﬁ?&lare ble layer in Fig 8a. In addition to these waves, there are also
shown as dashed ines. 1nese only takeAnen values aves on the electron timescale. These appear near the local
at the boundaries and at the present location into account arﬁasma frequency, and are seen in Eidoth as wiggles on
not the places in between. Trapped populations of magne’gothe electric field curve at high altitude and below the dou-

spheric electrons, i.e. particles in region lll, can be seen iNle layer at much shorter wavelength. Closeups of the low-

F'g'.G' . . altitude, high-potential, side of the double layer are seen in
Figure 7a shows the simulated current—voltage relation- Fig.8b and d for = 15 andt = 5's respectively. We see that

Sh'p' ;‘_hetd:jﬁe_re?ﬁ Sﬁ.mbOIS _rrehpresent dgfelrent valluesrpr:‘ these waves are non-uniformly distributed in space, and that
as It?] cate 'Y‘t. 'te :cgtLrJ]re. es;a sylrtn ols r:)ver ?p’_ ? OtW'at t =5s they have been damped away in most of the re-
ing the insensitivity of the current—voltage characteristic Ogion. In a small part of the region, neat=5.46 x 107 m,

the ¢, value. At the two highest, values, 498 x 108 and : . . :
. ) they remain with approximately the same amplitude they
7
1.27> 10°, simulations have been run for 0, 0.5, 1, 2,3, 6, a4 5y — 1 5. This can be understood by comparing the dis-

_ YA i
gnd (1j03kii/\./Aterd_ %.t2h7><I 107, 5|mﬂlat|02§8ha\1%4biﬁn rgnfor tribution functions of the magnetospheric electrons, which
an » and at the lowes value, x 10, e SIM= — 5re shown in Fig9 for z =5.10x 10’ m (solid line) and

ulation has been run for the 3kV case only. The solid line 7 : _ 7
shows Knight's current—voltage relatiokrfight, 1973. The 2 =546>10'm (dashed line). At =546 10 m, where
currents obtained in these simulations match Knight's rela
tion reasonably well.

Figure7b shows the double layer position as a function of

These boundaries are shown as solid white lines in@-igor
comparison the boundaries derived under the condition th

the waves remain undiminished, we have a bump on tail dis-
“tribution, where the bump is formed by the precipitating elec-
trons. Atz = 5.10x 10’ m the bump is overshadowed by the
trapped electron population. In Fi§a it is seen that the

the i heri d of th ¢ ditis tak "{"rapped distribution gets narrower in velocity as one goes
X eb|o?r(])sp e.rt'f: en f?h © syts m”""}‘._ ZD'l-’ e:q ]l Iii aAen . from z =5.10x 10’ m — that is to say, near the double layer
0 be the position of the most negative electric field. Awell- _, - 400 ionosphere.

defined double layer is found for the second-highest level of
¢ values, i.eer = 1.27 x 107, and its position remains the
same whei; is decreased further. This is also seen in Big.
Higher voltages yield lower double layer altitudes.
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%1078 flected by the magnetic mirror force. The precipitating elec-
35— : = trons, which are more field aligned, and therefore less af-
~ 72:5'10“07 m fected by the converging magnetic field, continue downward
3 /0 |- z=54B<I0 ML gt high speed, forming the bump. The spatial distribution
— of these waves is non-uniform. Similar non-uniform dis-
E,N 25 1 tributions of waves have been observed before when elec-
% tron beam—plasma interaction takes place in density gradi-
ha 2f 1 ents Gunell and lbfgren 1997 Lofgren and Gunell1999.
3 sl | Waves in this region are likely to contribute to the heating of
f_g ' the cold ionospheric electron population.
5 1l | The double layer is located at lower altitudes for higher to-
c tal voltages as is shown in Figb. This was also noticed by
05 | Bostidm (2004, who matched stationary quasi-neutral solu-
tions with discontinuities, which account for the double lay-
ol ‘ ers.Bostttm (2004 also found that the position of the double
-6 -4 -2 v fm/s] 2 4 6 ] layer depended on what assumptions were made about the
z x 10 presence of trapped electrons. This, together with the infor-

mation that the formation of the double layer can trap elec-
trons, suggests that there is an important interrelationship be-
tween trapped electron populations and the time-dependent
potential profile.

Particles are trapped between the double layer and the
magnetic mirror, and since we had no trapped population
initially, one may ask how these particles became trapped.
4 Conclusions and discussion Equations 87) and 88) are derived assuming thit(z) does

not vary with time, and this assumption does not hold during
We have modelled an auroral flux tube from the magneto-the build-up of the potential structure. In a stationary state,
spheric equator to the ionosphere by the use of Vlasov simtrapped populations cannot reach the boundaries, and parti-
ulations. We have found that about two thirds of the total cles from the boundaries cannot be trapped. The steepening
voltage is concentrated in a thin double layer, and that theof the potential drop trapped the electrons during the build-
remainder is located in an extended region above it. In thisup phase. In a stationary outstretched potential profile, elec-
region waves arise due to an instability that is caused bytrons from the magnetosphere are accelerated by the electric
the ionospheric ions that are accelerated in the double layefjeld, and as they reach lower altitudes they are decelerated
forming a beam of ions that move away from the Earth. Theby the magnetic mirror force, which then accelerates them
double layer altitude is found to decrease with an increasback upward. However, as the potential profile has changed
ing total voltage, and electrons of magnetospheric origin carand a larger fraction of the potential drop occurs at lower
become trapped between the double layer and the magnetaititude, some of the electrons will not have gained enough
mirror. energy from the mirror force before they are reflected down-

An ion instability develops just above the double layer, ward again by the electric field, and thus they become trapped
as shown in Fighd. Signs of the ion wave can be seen in between the double layer and the magnetic mirror. In these
the magnetospheric electron population, shown inbagat  simulations, the potential profile steepens as a result of the
the same position as the perturbation of the ion beam. Waveprocess of filling the system with plasma using a lazgand
near the local plasma frequency are also seen above the dothen letting it decrease. In nature, any process which leads to
ble layer, but these have no noticeable influence on the parpotential steepening will be able to trap electrons, and since
ticle distributions. Wave activity from low frequencies up to double layers do form in the auroral acceleration region, such
the plasma frequency has been reported in the auroral cavitgrocesses must exist. Since the temporal evolution of the po-
(Ergun et al.2002), but we can not directly compare our cal- tential profile affects the ability to trap particles, the solution
culations to the observations, since this would require a simwe arrive at is not unique. We have assumed that the flux
ulation model that includes more of the plasma wave modestube is empty initially. Different initial conditions could lead

Below the double layer, waves are present throughouto different equilibrium states. This was tested by compar-
its high-potential side. Close to the double layers these aréng our standard way of initialising the system, i.e. letting it
transients in the beginning of the simulation, and they arefill at 3kV and a highe, value, which is then decreased in
soon damped away, whereas at lower altitude the wavesteps, to a different initialisation procedure where the system
can be maintained by a bump on tail instability. It devel- is filled with particles with 0 V applied and where the voltage
ops as the trapped population is slowed downjrand re-  subsequently is increased to 3kV. Both ways of initialising

Fig. 9. Distribution function f (vz) of the electrons of magneto-
spheric origin for; = 5.10x 10’ m (solid line) and; = 5.46x 10’ m
(dashed line). In both cases-= 5s. The distribution functions have
been normalised so thitf (vz)dvz = 1.
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the simulation yield nearly the same potential profile. The in-than in the upward current region, oscillations in the former

fluence on the temporal evolution of the total voltage in thecan modulate the voltage that falls on the latter. This is likely

circuit and the density and temperature of the plasma source® affect the potential profile and therefore the trapping of

at the magnetospheric and ionospheric ends of the systemlectrons in the upward current region. In the upward current

will be an interesting topic for future studies, since, in na- region, the trapping and release of electrons can be expected

ture, these conditions do change with time. to be of importance and a subject for future research.
According toKnight (1973 the current density is “inde-

pendent of the behaviour of the electric potential as long as

this does not have a significant minimum.” The vast major- Supplementary material related to this article is

ity of the current is carried by electrons from the magneto-available online at: http://www.ann-geophys.net/31/1227/

sphere that populate region | in Fig. It is seen in the fig-  2013/angeo-31-1227-2013-supplement.zip

ure that the boundary of region |, given by Eg7), follows

the dashed curve closely, except in a scarcely populated re-

gion of panel (b). Panel (b) shows the distribution function

atz = 4.91 x 10’ m, near which point there is a small local

minimum, but since the affected area of phase space is unacknowledgementsThis work was supported by the Belgian Sci-

populated this does not influence the current. We see fromgnce Policy Office through the Solar-Terrestrial Centre of Excel-

the right-hand side of Eq37) that the factor 1(B(z) — B1) lence and by PRODEX/Cluster PEA 90316. This research was con-

has its minimum at the ionospheric end of the system, andlucted using the resources of the High Performance Computing

since it spans several orders of magnitude, it will dominateCenter North (HPC2N) at UneUniversity in Sweden.

Eq. (37) in most cases. For a minimum of the electric po- Topical Editor R. Nakamura thanks two anonymous referees for

tential to influence the current it must not only reach a low their help in evaluating this paper.

enough value but also occur at low enough altitude. While

being insignificant in determining the current, the shape of
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