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Abstract. The Dg; index has a long-term variation that is for eight years from 1996 to 2003. Negative spikes corre-
not associated with magnetic storms. We estimated the longspond to magnetic storms, and positive spikes are attributed
term non-storm component of theg; variation by remov-  to the enhancement of the magnetopause current caused by
ing the short-term variation related to magnetic storms. Thethe enhancement of the solar-wind dynamic pressure. If we
results indicate that the variation of the non-storm compo-ignore such spikes, we can make out a long-term variation
nent includes not only a seasonal variation but also an irregthat is not associated with magnetic storms. This non-storm
ular variation. The irregular long-term variation is likely to long-term variation appears to be roughly periodic. In fact,
be due to an anti-correlation with the long-term variation of the quiet-timeDg; index exhibits seasonal variatiorGlier
solar-wind activity. In particular, a clear anti-correlation is et al, 2001 Mursula and Karinen2005. However, it does
observed between the non-storm componenbgfand the  not seem that this periodic variation explains all the features
long-term variation of the solar-wind dynamic pressure. Thisof the non-storm long-term variation, which implies that the
means that in the long term, th®y; index tends to increase non-storm variation also includes some non-periodic irregu-
when the solar-wind dynamic pressure decreases. We intefar variation. This paper focuses on this irregular non-storm
pret this anti-correlation as an indication that the long-termvariation of theDg; index.

non-storm variation ofDg; is influenced by the tail current Recently, we have devised a method by which to esti-
variation. The long-term variation of the solar-wind dynamic mate the long-term non-storm component of g varia-
pressure controls the plasma sheet thermal pressure, and thien (Nakano and HiguchR2009. This method assumes that
change of the plasma sheet thermal pressure would cause tlige short-term variations of thBs; index due to magnetic
non-storm tail current variation, resulting in the non-storm storms can be described by the empirical modeBlyton
variation of Dg;. et al. (1975. The non-storm long-term component is then

. : ' . estimated as a component that cannot be explained by this
Keywords. Geomagnetism and paleomagnetism (Time vari- -
empirical model. In the present report, we analyze the non-

ations, diurnal to secular) — Magnetospheric physics (Gen- . . .
. ) 9 P phy ( storm long-term component estimated using this method. We
eral or miscellaneous)

then describe the characteristics of the non-storm variation of
the Dg; index, especially focusing on the irregular variation.

1 Introduction 2 Model for variation of the Dg; index

The Dst index exhibits_ long-term varia_tions with time scales grton et al.(1975 used the following approach to model
longer than the duration of a magnetic storm (&4gyaud  the temporal variation of th®; index. First, the effect from
1978. These long-term variations are related primarily to the the magnetopause current is eliminated frbgg

long-term variations of magnetic storm activity. For exam-

pIeZ the semi-annual variation of magngtic storm gctivity is D% = Dst—by/Py+c, (1)

an important part of the long-term variation of thg; index

(e.g.Cliver et al, 200Q O'Brien and McPherron2002. On where D represents the pure magnetic-storm disturbance
the other hand, th®g; index also has a non-storm long-term due to the ring current and the tail current, @ydlenotes the
variation. Figurel indicates the daily means of ths; index dynamic pressure of the solar wind. The temporal evolution
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Fig. 1. Time series of daily values of thBst index from 1996 to
2003.

of the pure magnetic-storm effe€ty; can then be modeled
as follows:

*
st

T

AD;} _

A 97
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Based on the study bgurton et al, the values of the param-
eters in Egs.1) and @) have been revised in several studies
(e.g.O’'Brien and McPherron200Q Wang et al, 2003 Xie

et al, 2008. For example, according e et al.(2008, the
parameter$ andc in Eq. (1) are given as:

b[NT/nPa/?] = 4.2+ 35exgd—R(E)]
¢[nT] =108,

®3)
(4)

where E denotes the solar-wind electric field, afdis the
Ramp function given as

if x>0
Rw={" "*="
0 otherwise

(5)

The solar-wind electric field® is given asE = vBs, where
v is the solar-wind speed, ari is the southward compo-

nent of the solar-wind magnetic field in the geocentric solar .,
magnetospheric (GSM) coordinate system. The parameter RC ™

*

0, which represents the evolution &g,

follows:

can be given as

QInT/hl = ~4.4(Py/3)*° R(E - 0.49). ©)
Finally, 7 is given as follows:
thourg = | 24EXH9T4/ (4691 E)] it £>0 -

8.7ex(6.66/(6.04+ Py)| otherwise

(We take the equation for from the paper bywWang et al.
(2003. Xie et al. (2008 gave r for the caseE <0 as
—8.7ex{d 6.66/(6.04+ Py)]. However,r must take a pos-
itive value, and thus the equation provided Wang et al.
would be correct.)

In principle, once the value of thBg; index at a certain
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In general, however, the prediction using the model often de-
viates from the actual values. We assume that the deviation is
due to the long-term non-storm variation and estimate it as a
component that cannot be represented by Burton’s model. A
method for estimating the long-term component is described
in the next section.

3 Method of analysis
3.1 Modeling of Dg; variation

We have previously introduced a method by which to esti-
mate the long-term component of tiig; variation, which is
based on the parameters given ®iBrien and McPherron
(2000 (Nakano and Higuchi2009. In the present study,
we use a revised method based on the parameters reported
by Xie et al.(2008. We decompose the variation bk; into
three components as
D;t:Df?C"'DII\/IPC"'Dtbase 8)
whereD}; denotes a modeDs; value at time, Di denotes
the ring-current (and tail-current) effect ddg;, Dj;pc de-
notes the magnetopause-current effect, g, denotes a
non-storm long-term component that is related to neither the
storm-time ring-current nor the magnetopause current. The
ring-current effectDrc corresponds tdg; in Eq. (2). The
magnetopause-current effebpc corresponds to the term
b/Pq in Eq. (1). The non-storm componemyase COrre-
sponds to the termin Eq. (1), which gives the base level of
the Ds; when bothDrc and Dypc are zero.

Here, we model a transition of a statelof;, - for each hour
(At = 1[hour]) on the basis of Eq2], as follows:

(—1\ 05 t—1
_Dch1_4-4< d?, ) R(E'™1-0.49) — SC, 9)

whereg’~1 andPé*l denote the solar-wind electric field and
the solar-wind dynamic pressure, respectively, at tirel.
The decay time! is given as

|

The magnetopause-current effé,, - is described as

Dypc=b"\/ g,

where the coefficient’ is given according to Eq3j as

2.4exf9.74/(4.69+ E'"YH] if E'71>0

10
8.7ex6.66/(6.04+ P;"1)] otherwise (10)

(11)

b' =4.2435exg—R(E")]. (12)

time is given, we can thereafter sequentially predict the evo-The non-storm compone,, . . .corresponds te-c if writ-

lution of Ds; using Burton’s model given by Eqsl)(and @)
as long as the solar-wind data fBg, v, andBs are available.
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base
ten in the manner shown in Eql)( In the original study

by Burton et al. and in subsequent studies, the base level
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of Dgi, Dpase Was assumed to be constant independently ofis defined using the logarithm aﬁ‘é as

time . On the other hand, we allow a gradual variation of

Dpase The transition ofD} .. is described using a probabil- p(logP§llogPi™) =N(logPi ™, 1). (15)
ity density function (PDF), more specifically, a conditional _ _

PDF given the previous valub_l, We assume thab,,., 3.3 Modeling of observation

obeys a normal distribution, in which the mean is the value
at the previous tim&! 1 and the variance is.0025, as fol-

base
lows:

As described above, we consider a model of the system that
consists of seven variables: three components contributing
to the Dgt index, Dk, Djypc: andl)_gasé two solar-wind pa-
P(D}aed Doy =N(Df 22, 0.0025), (13)  rameters,Pj and E'; and two auxiliary parameters; and

N . b'. However,r' is uniquely determined iP} ' andE'~* are
Wherep(a|b) denotes the conditional PDF nglVenb and given according to Eq_‘]_@), b is uniqueiy determined iE!
N(M,GZ) denotes the normal distribution with meﬁnand is given according to Eqsle), anlet\/IPC is uniqueiy deter-
variancecrz. The assumption Implles thﬂéaseis assumed mined if Pé andb! are given according to Eq]__’(_) Hence'
to be very similar but not necessarily equal to the previousit s sufficient to consider only four variable®§, Di .,
stateD{,., The variance is taken to be as small 2305, P!, andE") in order to describe a state transition of this sys-
which allows the gradual variation of about 0.05nT per hourtem. We want to estimate the temporal evolution of the four
in Dpase We choose this variance value such that the effects/ariables in this system model using available observations.
of the variations with time scales shorter than one month will From the System' we can use the observations for three vari-
not appear in the auto-correlation function of the estimatedames;Dst’ P4, andE. We therefore consider the relationship
Disse between the observed value and the model value for each of
the three variables.

From the variables considered in the present model, we
can obtain a modebg; value according to Eq8f. We can
thus describe the relationship between the obsebgdata
and the modeDg; value as

3.2 Modeling of solar-wind variation

The model of D in Eq. (9) requires the solar-wind elec-
tric field at the previous time step’~! as an input. Since
the solar-wind electric field can be derived from solar-wind
data, which are ordinarily observed by spacecraft, we can,(pt, . |DL)=N(DL,25) (16)
predict the value oDgc at the next time step using E)( stobs st o

However, this prediction would inevitably contain an error \where DY, s denotes the observells; index. This equa-

because of the following reasons. First, the solar-wind datgig, indicates that the observed val%Lobs is equal to the

would contain observation errors. Second, since the cour, 4 valueD’, on average, but that some difference be-

pling between the solar wind and the magnetosphere WO“'Qween the observed value and the model value is allowed.

be variable, the solar-wind condition should not always agreeUsing Eq. 8), Eq. (L6) can be rewritten in the form of the
with the effective electric field contributing to the develop- conditionél P’DF giiverD’ Dl andD!. _ as
RC’ ' MPC’ base
e

ment of the ring current, even if we can accurately observ

the solar-wind conditions. (DL, Db, DI D!
In order to avoid the influence of the prediction errors, the P stobs “RC: ) MPC’ . basd .

solar-wind electric fieldE! is treated as an uncertain variable. =N(Drc+ Dypc+ Dpase 29

We allow a difference in the electric field between the esti-\rith respect to the solar-wind parametésandE, the rela-

matg in the mode_I and the observau_ori, although the ele.cm(fionships between the observed values and the model values
field in the model is assumed to be similar to the observatlonare described as

as explained later. We represent a state transitidtl afsing
. . . . . 1

a Cauchy distribution with a location parameter/sf+ and PP} opd PH =N(PS, 1) (18)

a scale parameter of 1 as '

(17)

P(Egpd EN =N(E', 1), (19)
p(E'|E'"") =CauchyE'*,1). (14) ,

where P} ., and E., _ denote the observations & andE,
The Cauchy distribution (e.ditagawa 1996 is used in or-  respectively, wher@} andE’ denote the values in the model.
der to allow large jumps due to discontinuous structure inThus, Py and E in the model are assumed to be similar to
the solar wind. We also treat the solar-wind dynamic pres-the observation, although we allow differences between the
sure P§, which is used in Eq.1(1), as an uncertain variable model and the observation as described above.
in order to allow the difference between the magnetopause- In the present paper, we use the data of ihg index
current effect inferred from the solar-wind data and the realprovided by the Data Analysis Center for Geomagnetism
magnetopause-current effect. Since the solar-wind dynamiand Space Magnetism, Kyoto Universitittp://wdc.kugi.
pressureP} can not be less than zero, a state transitioRpf  kyoto-u.ac.jp). For the solar-wind conditions}?&Obs and
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E!, . we refer to the OMNI2 solar-wind hourly data provided ¢ —1 (y;,_; denotes a sequence of observations from the
through the OMNIWeb database of the National Space Sciinitial observation time 1 to time—1, {y4,...,y,_1}), a pre-
ence Data Center, NASAhttp://omniweb.gsfc.nasa.gdv/  dictive distribution at time is obtained as

Although the original OMNI2 data do not contain the data

for the electric fielde] , we generate electric field data from  p(x/|y1,,_1) = /p(x,|xt_1)p(x,_1|y1:t,l)dx[_1. (23)
the data of the solar-wind speef) .and the southward com-

ponent of the solar-wind magnetic field in GSM coordinates Combining p(x,|y,_;) with the observatiory,, we have
Bg s @S Eobs= VgpsBe obs the posterior distributiom (x,|yy.,) as

3.4 Estimation Py lx) p(xely1,_1)

p(x:ly1,) = :
o " o U [ plxd) pCeelyr, ) dx;
For convenience in explaining the estimation method, we as-

semble the four variables describing the state of the systerApplying Egs. @3) and @4) recursively, we can obtain the

(24)

into a state vectar, as follows: conditional PDFp(x;|y,.,) for all time steps of interest. The
estimate of; at each time step is obtained based on the con-
Dﬁc ditional PDF p(x/|y1,). Here, we calculate the mean and
X, = Df)?se . (20) covar_iances pf thg PDp(x;|y,.,) ateach time step using the
Py merging particle filterlakano et a].2007) and estimate;.
E' The merging particle filter is an algorithm to calculate the

first and second moment of a PDF from a large number of
L . ) samples drawn from the PDF. In the present paper, we used
distribution given the previous state_s, as p(x:1¥/-1). 109000 samples. A detailed explanation of this algorithm is

which can be defined by combining conditional PDFs for rovided in our brevious panel#kano et al 2007 Nakano
each component in Eq9)( (13), (14), and (L5). Although anv:iigu::hj ;oga.v' us papensa 2007

Df is uniquely determined according to E@) {f x,_1 is
given, the PDF ofDf. can be represented by a Dirac delta
function as 4 Analysis

We now consider a transition of a statg by a conditional

P(Dgclx:-1) We have estimated the temporal variation of the state vector
DtR—Cl) (21) in Eq. (20) for the period from 1996 to 2003. We can then ob-

tain the respective variations @frc, Dmpc, and Dpase Fig-
ure2 shows theDg; data and the temporal variations Bic,

We also define an observation vecigras Dwpc, and Dpgsefor one year in 1999. As described above,
the estimates for the periods during which the solar-wind
data are missing for more than 6 h are excluded. The vari-

Tt

=34 (D’RC— D;;Cl+4.4R(Ef—1 —0.49 +

Dt

stobs . . . .
o=\ Piows |- (22)  ation of Dst was attributed primarily tdrc. However, the
Eébs positive deviation oDt around June can not be explained by

Drc because the effect of the ring current can not be positive.
The relationship betweep, andx; can be described by a The effect of the magnetopause current was very small and it
conditional PDF ap(y,|x;) which can be defined by com- rather decreased than increased around June. This indicates
bining Egs. 17) through @9). Although the data oDg; are  that the positive deviation abg; would not be caused by the
always available, the solar-wind data are sometimes missingnagnetopause-current effect. The positive deviatiogf
In such situations, we redefingy, |x;) using only Eq. 17) is thus attributed to the increase of the non-storm component
and refer to only théDg; data. The state variables including Dpase
the solar-wind parameters can be estimated using the solar- Figure3 showsDpasefrom 1996 to 2003. The variation of
wind conditions at the previous time step and Ihg varia- DpaseiS Somewhat periodic; that ifpasetends to be high in
tion. However, if the solar-wind data are missing for a long summer and tends to drop around spring and autumn. How-
time, the accuracy of the estimate of the state becomes pooever, an irregular variation can also be discriminated. The
Therefore, we exclude periods during which the solar-windamplitude and pattern of thRpasevariation changes year by
data are missing for more than 6 h from the analysis. year. Note thatDpzseWas unusually high around the mid-
Thus, x; must be estimated at each time step using adle of 1999 in contrast with the previous and the subsequent
sequence of observationy,...,yr}. Since the PDFs vyear. This suggests that the seasonal variation is only a part
p(x¢|x;—1) andp(y,|x;) are given for each time step, we can of the variation of the quiet level dbs; and that an irregular
estimatex, at each time step via Bayesian inference as fol-variation is also significant.
lows. Suppose that a conditional PPEx;_1|yq.,_1), which In Fig. 2, the variation inDpase appears to be related to
is a posterior distribution given the observations until time the long-term storm activity. Around June, whBgasewas

Ann. Geophys., 30, 153162 2012 www.ann-geophys.net/30/153/2012/


http://omniweb.gsfc.nasa.gov/

S. Nakano and T. Higuchi: Non-storm irregular variation of the Dg; index 157

50 T T T T T T 50 T T T T
» ki Y pe
Q50 ‘ T { Q 50 | I \ H | , ‘ e |
-100 ! -100
-150 -150
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
50 50
0 M‘J 0 *1“
SO A A R AL L
S ‘ Q |
-100 | ’ ' -100 [ [
-150 -150
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
50 50
WWW “L'M 1A.u. L hl.u“ Lok AMMW u'.uu. FTARTARIYR N (P A o kgl Aok il W
0 i | el v 0 o ) los W f A b/
g £
S -50 S -50
Q Q
-100 -100
-150 -150
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
50 50
e
N e e e e B R N e re e
g b
S -50 S 50
Q Q
-100 -100
-150 -150
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Fig. 2. Variation of the Dst index (top panel) and the estimated Fig. 4. Variation of the Dst index (top panel) and the estimated
variations of Drc (second panel)Dypc (third panel), andDpzse variations of Drc (second panel)Dypc (third panel), andDpage
(bottom panel) for one year in 1999. (bottom panel) for one year in 1997.

30 T T T T T T T

and the solar-wind dynamic pressure. In taking the moving
average, when the solar-wind magnetic field is northward,

A po M " the solar-wind electric field is regarded as zero. During the

A /b\ h
TMWVW“ WWW b W\M northern summer of 1999, whdbyasewas high, the solar-

D base
o

wind dynamic pressure was extremely low and the solar-
L L L wind electric field was also low. In general, the variation
1996 1997 1998 1999 2000 2001 2002 2003 of Dpaseappears to be anti-correlated with the solar-wind ac-
tivity. Figure 6 comparesDpaseWith the 30-day moving av-
erages of four solar-wind parameters. All four of the param-
eters appear to be anti-correlated widhasein terms of the
) o 30-day moving average. In particular, the long-term varia-
high, the storm activity was low, and only weak storms weretjon of the solar-wind dynamic pressure exhibits a clear anti-
observed. However, this interpretation might be hasty. Fig-cqrrelation with Dbase @S shown in Figbb. (The correlation
ure4 shows theDs; data and the estimatdorc, Dvpc, and  coefficient betweerDpaseand the solar-wind dynamic pres-
Dpasein 1997. Although storm activity was low around June, gre was-0.43, while the correlation coefficients wilbyase
as in 1999, unlike in 199Ppaseremains low. were less than.G@ for the other three parameters.) This sug-
This irregular variation is likely to be controlled by a long- gests that thés; index tends to be enhanced under the long
term variation of solar wind conditions. Figuteshows  |ow-pressure solar wind conditions.
the 30-day moving average of the solar-wind electric field

-30

Fig. 3. Estimated variation oDpggefrom 1996 to 2003.
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2 T T T T T T T cessive dependence dfiypc on Pyq could be compensated
L 4 for by Dpasein our decomposition oDg;. In order to exclude
this spurious anti-correlation, the line of7.7./Pq is shown

T in Fig. 7. According to Eq. 11), under a givenPy value,

w ] Dwvpc becomes at most.7./Py. Hence, even if the true

. . . . . . . magnetopause current effect was zero, the misestimation of

1996 1997 1998 1999 2000 2001 2002 2003 Dwpc is at most 77/ Py. The line of—7.7/ Py indicates the
case in which the true magnetopause current effect was zero

' ' ' ' ' ' ' and that the misestimation d@hpc was fully compensated
for by Dpase The spurious effect due to the misestimation

W of Dmpc is thus—7.7/ Py at worst. Apparently, the negative
- effect of Py on DpaseiS much greater than the worst case.

E (mV/m)

N W B~ O

Pd (nPa)

Moreover, the positivdDpaseunder the conditions of lowPy
can not be explained by the misestimation@fijpc. The
1996 1997 1998 1999 2000 2001 2002 2003 spurious anti-correlation due to the misestimationDgfpc
is therefore minor if any.
Fig. 5. Long-term variations (30-day averages) of the solar-wind  geas0nal variations are another consideration. The quiet-
electric field (top panel) and the solar-wind dynamic pressure (bot-tirne D« exhibits seasonal dependen@iver et al, 2001
tom pane) from 1996 to 2003. Mursula and Karinen2009, although its mechanism has
not yet been clarified. On the other hand, the solar-wind
conditions around Earth might exhibit seasonal dependence.
The correlation betweeDpaseand the solar-wind dynamic  For example, since the solar-wind velocity depends on heli-
pressure becomes clearer if we use the moving geometric agraphic latitude (e.dNeugebauerL999 and the Earth’s or-
erage ofPq instead of the moving arithmetic averageRf it js inclined from the Sun’s equator, a seasonal variation of
The geometric average @ is the exponential of the arith-  tne solar-wind velocity could be observed around Earth, al-
metic average of lofg, and thus it places more weight on though a recent study suggests that the seasonal variation of
smaller Py values and less weight on larggy values. Fig-  the solar-wind velocity might not be significar§\algaard
ure 7 compares betweeDpaseand the 30-day moving ge-  2017). If we assume a seasonal variation of the solar-wind
ometric averages of the solar-wind four solar-wind param-conditions, a spurious relationship could be observed even if
eters. The correlation coefficient is0.52. The statistical he seasonal variation of the base leveln is not caused
significance of this relationship can be evaluated on the basigy that of the solar-wind conditions. In order to remove the
of the probability of obtaining the observed correlation coef- ge550nal effect, we compabaseand the 30-day geometric
ficient from uncorrelated data by chance, which is called theaverage ofPy for the four seasons in Fi§. Anti-correlation
p-value. Since the present analysis provides a variation withs opserved for all four seasons. Although the correlation
a time scale of about one month, we assume that the numbegg5¢ relatively poor in northern autumn (August to Octo-
of independent data is about 96 (12 months for each ofeighber) and northern winter (November to January), the clear
years from 1996 to 2003). Under this assumption, one-tailedynti-correlation in northern spring (February to April) and
t-test shows that the p-value is about 30°°%. Thus, the  porthern summer (May to July) would be sufficient to judge
anti-correlation we observe can be considered to be statistiat the anti-correlation is independent of the seasonal effect.
cally significant. In this figure, we also plotted the median for Therefore, it seems reasonable to conclude that a causal re-

each interval of 0.2nPa (e.g.8< Pq < 1.0, 10< P4 <12, |ation exists between the long-term variation of solar-wind
...) with a red line. The median dPpasedecreases aBy  condition andDpase
increases.

Before concluding that causality exists between the solar-
wind dynamic pressuré®y and Dpase We must point out 5 Discussion
some points that could cause a spurious relationship. One
of such points arises from the method of analysis. We de-The relationship between the solar-wind dynamic pressure
composed the variation dbg; into three componentdgc, Py and the ring current intensity measured by fhg index
Dwpc, and Dpase As in EQ. (L1), Dvpc is assumed to be has been discussed extensively in the literature. The solar-
a function of the solar-wind dynamic pressuPg because wind density correlates with the plasma-sheet density (e.g.
the short-term variation of the solar-wind dynamic pressureTerasawa et gl1997 Borovsky et al. 1998 and numerical
Py instantaneously enhances thg index through a magne- modeling studies have shown that high plasma-sheet density
topause current. If the coefficiehton /Pq in Eq. (L1) is enhances the strength of the ring current (€ben et al.
overestimated, this could result in a spurious anti-correlationl994 Jordanova et 311998 Kozyra et al, 1998 Ebihara
betweenDpaseand the 30-day average 8f because the ex- and Ejiri, 2000 Nakano et al.2008. From these studies,
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Fig. 6. Two-dimensional histograms comparifg,seand the 30-day moving averages of solar-wind parametg)siectric field,(b) solar-
wind dynamic pressuréc) speed, andd) number density. The correlation coefficient witlsewas—0.25 for the solar-wind electric field,
—0.43 for the solar-wind dynamic pressut€).24 for the solar-wind speed, ard.06 for the solar-wind number density.

we can deduce the relationship betweRnand Dg;. On
the other hand, some studies have argued that the relation-
800 ship betweenPy and Dg; is due to the dependence of trans-
Corr =~0.52 polar potential saturation oy (Xie et al, 2008 Weigel
10 600 2010. However, these studies have not provided an explana-
tion for the anti-correlation between the long-term variation
400 of P4 and the non-storm component Bt; demonstrated in
the present study.
Burton et al (1979 assumed thab; (or Drc) cannot de-
cay further after recovering to the quiet level, 0, as described
in Eq. ). According to this assumption and EQ) (if the
magnetopause current is in the normal level to satisfy

0 1 2 3 Dwvpc(= bv Py) =c, (25)

Pd moving geometric average (nPa)

20

0

then theDg; index cannot be above zero. However, z&xgp
does not indicate that the ring current and tail current be-

Fig. 7. Two-dimensional histograms comparifigzseand the 30- Do i K i d tail
day moving geometric averages of solar-wind dynamic pressure?ome zero. Even iDst is zero, weak ring and tail currents

The correlation coefficient was0.52. The red solid line indicates Would continue to exist (e.gSugiura 1973 Grafe 1999
the median for each interval of 0.2 nPa. The black solid line indi- TSyganenko et al1999. Therefore, we can speculate that
cates the line of-7.7,/P4 (see text). if the ring and tail currents are unusually depleté&d; can
be increased to be greater than zero without enhancement of
the magnetopause current. The enhancemepgf.could
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Fig. 8. Two-dimensional histograms to compare betwé&gpscand the 30-day moving geometric averages of solar-wind dynamic pressure
for four seasons(a) November to Januaryb) February to April,(c) May to July, andd) August to October. The correlation coefficient
betweenDpaseand solar-wind dynamic pressure wa8.23,—0.76,—0.68, and—0.36, respectively.

reflect this increase ifs; due to the unusual depletion of the It would be informative to estimate the time scale of the
ring and tail currents. It has been observationally establishedypzsevariation in response to the solar-wind activity changes
that the solar-wind dynamic pressure correlates with the therin order to clarify the mechanism causing the anti-correlation
mal pressure in the plasma she@bofovsky et al, 1998 even  betweenDpaseand the solar-wind dynamic pressure. How-
in the near-Earth regiomgyganenko and Mukag2003 Den-  ever, our method does not allow the time scale to be inferred.
ton and Borovsky2008. Then, extremely low solar-wind We assumed small variability ddyasein order to ensure that
dynamic pressure would cause unusual plasma energy depléhe estimate ofDpaseis not influenced by short-term vari-
tion in the magnetosphere. This should result in an increasations due toDrc and Dypc. Although we compared the
in Dpasebecause the value dbg; is related to the total ther- estimatedDpasewith the 30-day averages of solar-wind pa-
mal energy in the magnetospheBessler and Parket 959 rameters, this does not mean that the time scale obthge
Sckopke 1966 Siscoe 197Q Siscoe and Petschek997). variation is 30 days. In fact, the time scale of thgssevari-
While the plasma-sheet plasma is denser under northwardtion could be much less than 30 days. Hence, it is diffi-
interplanetary magnetic field (IMF) conditions, it is hotter cult to determine the non-storm short-term variation using
under southward IMF conditiong¢rasawa et §l1997 Na- this method and to determine the time scale of the non-storm
gata et al. 2007, 2008. After all, the dependence of the variation. However, it might be helpful to consider the fact
plasma-sheet thermal pressure on IMF is IGw®yganenko that DpaseShows better correlation with the moving geomet-
and Mukaj 2003. Accordingly, the variation of the plasma- ric average of the solar-wind dynamic pressure than with its
sheet thermal pressure would be observed as a non-stormoving arithmetic average. Since a geometric average tends
phenomenon without being closely related to IMF. to place less weight on larger values, the improvement ob-
tained using the geometric average might indicate that the
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