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Abstract. Aurora Computed Tomography (ACT) is a
method for retrieving the three-dimensional (3-D) distribu-
tion of the volume emission rate from monochromatic auro-
ral images obtained simultaneously by a multi-point camera
network. We extend this method to a Generalized-Aurora
Computed Tomography (G-ACT) that reconstructs the en-
ergy and spatial distributions of precipitating electrons from
multi-instrument data, such as ionospheric electron den-
sity from incoherent scatter radar, cosmic noise absorption
(CNA) from imaging riometers, as well as the auroral im-
ages. The purpose of this paper is to describe the recon-
struction algorithm involved in this method and to test its
feasibility by numerical simulation. Based on a Bayesian
model with prior information as the smoothness of the elec-
tron energy spectra, the inverse problem is formulated as a
maximization of posterior probability. The relative weight-
ing of each instrument data is determined by the cross-
validation method. We apply this method to the simulated
data from real instruments, the Auroral Large Imaging Sys-
tem (ALIS), the European Incoherent Scatter (EISCAT) radar
at Tromsø, and the Imaging Riometer for Ionospheric Study
(IRIS) at Kilpisjärvi. The results indicate that the differential
flux of the precipitating electrons is well reconstructed from
the ALIS images for the low-noise cases. Furthermore, we
demonstrate in a case study that the ionospheric electron den-
sity from the EISCAT radar is useful for improving the recon-
structed electron flux. On the other hand, the incorporation
of CNA data into this method is difficult at this stage, be-
cause the extension of energy range to higher energy causes
a difficulty in the reconstruction of the low-energy electron
flux. Nevertheless, we expect that this method may be use-
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ful in analyzing multi-instrument data and, in particular, 3-D
data, which will be obtained in the upcoming EISCAT3D.

Keywords. Magnetospheric physics (Auroral phenomena)

1 Introduction

In the past, techniques for analyzing auroral data have dealt
primarily with a single type of observational data in one or
two dimensions. In recent year, however, many different
kinds of auroral data have been obtained by comprehensive
observations using a variety of instruments. Furthermore,
new projects involving three-dimensional (3-D) ionospheric
observations such as EISCAT3D are planned in the near fu-
ture. Detailed information of the EISCAT3D project is de-
scribed in the web pagehttp://www.eiscat3d.se. Thus, new
analysis methods are required that can evaluate data from
multiple instruments in addition to 3-D data.

One promising methods is Aurora Computed Tomography
(ACT), which reconstructs the 3-D distribution of auroral lu-
minosity from monochromatic images obtained simultane-
ously at multi-point stations (e.g., Aso et al., 1990, 1993,
1998; Frey and Frey, 1996; Nygrén et al., 1996). In previ-
ous studies, the determination of the altitude of auroral emis-
sions was performed by using a meridian scanning photome-
ter chain or stereo TV cameras (Romick and Belon, 1967;
Stenbaek-Nielsen and Halliman, 1979; Vallance Jones et al.,
1991; Dashkevich et al., 2007). The tomographic inversion
technique for aurora analysis has been developed with the
construction of ground-based camera networks such as the
Auroral Large Imaging System (ALIS) (Gustavsson, 1998;
Brändstr̈om, 2003). In particular, algebraic reconstruction
techniques (ARTs) such as MART (Muliplicative Algebraic
Reconstruction Technique) and SIRT (Simultaneous Iterative
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Reconstruction Technique) were often adopted for the recon-
struction algorithm (Gordon et al., 1970; Tanabe 1971). Au-
roral tomography is generally an under-determined and ill-
posed problem due to the limited number of ground-based
stations. Therefore, prior information on the auroral lumi-
nosity was used to regularize the inverse problem.

The altitude profile of auroras obtained by tomographic
inversion provides us with important information about the
energy spectra of precipitating electrons, the mechanism of
auroral emission, and the atmospheric gas. Gustavsson et
al. (2001) estimated the energy distribution of incident elec-
trons from the volume emission rate of the 427.8-nm emis-
sion based on the inversion technique. Janhunen (2001) pre-
sented an excellent technique for retrieving the precipitating
electron flux directly from multi-wavelength all-sky images
without reconstruction of the 3-D volume emission rate as an
intermediate step.

In northern Scandinavia, there are a number of instruments
other than ALIS, such as the European Incoherent Scatter
(EISCAT) radar and the Imaging Riometer for Ionospheric
Study (IRIS) at Kilpisj̈arvi (Folkestad et al., 1983; Detrick
and Rosenberg, 1990). Similar to auroral emission, both the
electron density obtained from the EISCAT radar and the
cosmic noise absorption (CNA) from the imaging riometer
are closely related to the precipitating electron flux. Thus, it
is possible for us to combine all these data to allow recon-
struction of the precipitating electron flux. Aso et al. (2008)
have proposed a concept of a generalized tomographic in-
version technique to reconstruct the differential flux of auro-
ral precipitating electrons from multi-instrument data using
a Bayesian model. We call this method as a Generalized-
Aurora Computed Tomography (G-ACT).

The G-ACT method is capable of retrieving the horizon-
tal 2-D map of the primary auroral electron precipitation.
Thus, this method is suitable for researches on the tempo-
ral and spatial development of the precipitating electron flux
for various types of auroras, such as the quiet arc during the
substorm growth phase, multiple auroral arcs, folds and spi-
rals. In particular, the coordinated observations with the EIS-
CAT 3D will allow us to estimate the precipitating electron
flux more accurately. The comparison of the precipitating
electron flux with the neutral and plasma parameters will
be useful in investigating the influence of the auroral pre-
cipitation on the neutral atmosphere and the magnetosphere-
ionosphere coupling process of small scale auroral phenom-
ena, including the 3-D current system in the nonuniform
ionosphere and the active role of the ionosphere.

In this paper, we present the concrete algorithm of the G-
ACT in detail, based on Aso et al. (2008), and test the fea-
sibility of this method by numerical simulation. We apply
this method to some specific cases, in which we assume a
simple but realistic electron energy distribution, station loca-
tion, and observational noise. In general, the reconstruction
results depend on several factors including the auroral form,
the geometric constellation between the aurora and the ob-

15 20 25
67

68

69

70

71

Geographic Longitude
G

e
o
g
ra

p
h
ic

 L
a
ti
tu

d
e

Tjautjas

Kiruna

Abisko

Silkkimuotka

Skibotn
Tromso

Kilpisjarvi
..

Fig. 1. Location of stations used in this paper. The quadrangles cor-
respond to the fields of view of the ALIS imagers mapped to 110 km
altitude and the ovals show−3 dB contour of the main beams of the
IRIS at 90 km. The square surrounded by a dashed line indicates the
simulation region at 110 km alitutde. Note that this figure shows one
example of the fields of view for each instrument and is valid only
for the calculation in this paper.

servation stations, the number of instruments, and noise in
the observational data. The reconstruction tests under vari-
ous more complicated conditions will be explored in future
work.

2 Forward problem

2.1 Instrumentation

Figure 1 shows the location of the stations used in this study,
and their coordinates are listed in Table 1. In Fig. 1, the
fields of view of the ALIS imagers at 110 km altitude and the
−3 dB contour of the main beams of the IRIS at 90 km are
also shown together with the simulation region. It was as-
sumed that aurora was observed simultaneously by five im-
agers comprising ALIS, the EISCAT radar at Tromsø, and
the IRIS at Kilpisj̈arvi.

ALIS consists of unmanned remote-controlled CCD im-
agers with 1024×1024 pixels resolution and it is assumed
that the pixels are binned to 256× 256. The observation
mode of ALIS is assumed to be the EISCAT mode, in which
all cameras are directed to the ionospheric region over the
EISCAT Tromsø site. The field of view of each camera is
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Table 1. Coordinates of stations used in this paper.

No. Station Name Latitude Longitude Altitude Instrument Type

1 Skibotn 69◦21′00.0′′ 20◦21′36.0′′ 200 m ALIS
2 Kiruna 67◦50′26.6′′ 20◦24′40.0′′ 425 m ALIS
3 Silkkimuotka 68◦01′47.0′′ 21◦41′13.4′′ 385 m ALIS
4 Tjautjas 67◦20′02.4′′ 20◦45′23.2′′ 470 m ALIS
5 Abisko 68◦21′06.5′′ 18◦49′35.0′′ 360 m ALIS
6 Tromsø 69◦35′11′′ 19◦13′38′′ 86 m EISCAT radar
7 Kilpisjärvi 69.050◦ 20.790◦ 0 m IRIS
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Fig. 2. Coordinate system used in this study.B0 is the directional
vector of the geomagnetic field.

between about 60 to 90◦, which corresponds to about 0.6
to 1.2 km spatial resolution at an altitude of 100 km over
Tromsø. The monochromatic filter and exposure time of the
ALIS imager can be programmably changed during the ob-
servation. Of the observed wavelengths (427.8, 557.7, 630.0,
844.6 nm, etc.), it is assumed that the wavelength of 427.8 nm
is used for all the stations, because this wavelength corre-
sponds to a simple emission process. The details of ALIS
are described in Brändstr̈om (2003).

The EISCAT UHF radar is assumed to be operating in
CP1 mode, which measures plasma parameters along the ge-
omagnetic field line direction from Tromsø (Elevation angle
of 77.4 degrees and azimuth angle of 185.8 degrees). It is
also assumed that the electron density is detected at altitudes
between 102 and 166 km at intervals of 4 km. To reduce the
observational error, the radar observation generally requires
the integration of data over several minutes. Thus, it is taken
as implicit that the aurora is stable during the integration pe-
riod.

The IRIS system installed at Kilpisjärvi, Finland, has an
8×8-element dipole antenna array and produces 49 indepen-
dent beams in an area of about 200×200 km2 at an altitude
of 90 km. It produces a 2-D image of CNA at a frequency
of 38.2 MHz every second. CNA is generally due to elec-
tron density enhancement in the ionospheric D region, which
is primarily caused by precipitating electrons with energies
above 20×103 eV. Hence, it is expected that CNA may con-
tribute to improving the reconstruction of the electron flux in
the high-energy range.

2.2 Calculation of auroral emission and electron density
enhancement in the ionosphere

Figure 2 shows the coordinate system used for both forward
and inverse analyses. We adopted an oblique coordinate sys-
tem with the origin (O) at Skibotn, the x-axis anti-parallel
to the horizontal component of the geomagnetic field, the
y-axis eastward, and the z-axis anti-parallel to the geomag-
netic field. Here, the z-coordinate does not signify dis-
tance from O but rather altitude. The simulation region was
−50∼ 88 km,−73∼ 65 km, and 80∼ 230 km for the x-, y-,
and z-directions, respectively, and an energy (E) range of
300∼ 20×103 eV or 300∼ 100×103 eV was used. This re-
gion was divided linearly intonx ×ny ×nz voxels along the
x-, y-, and z-axes and logarithmically intonE in theE direc-
tion. We set the parameters(nx,ny,nz,nE) to (46, 46, 50,
50), corresponding to a spatial mesh size of 3×3×3 km3.
These parameters were selected so that all voxels have at
least one crossing of the line of sight of the pixels in the au-
roral images.

The incident electrons at a location (x1, y1,
zmax(=230 km)) cause auroral emission in the vox-
els below zmax along a field line. We define a vector
f x1,y1(E) = {fi |i = 1,2,....,nE} [m−2 s−1 eV−1] for the
differential flux of the incident electrons at (x1, y1, zmax)

and Lx1,y1(z) = {Li |i = 1,2,....,nz} [m−3 s−1] for the
427.8-nm volume emission rate at (x1, y1, z), wherefi is
the differential flux in energy betweenEi andEi +1Ei and
Li is the volume emission rate at the altitude betweenzi and
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zi +1zi . The relation betweenf x1,y1(E) andLx1,y1(z) is
given by

Lx1,y1 = m1f x1,y1, (1)

wherem1 is anz ×nE matrix for calculatingLx1,y1(z) from
f x1,y1(E) and is described in detail in the Appendix. As-
suming thatm1 is independent ofx1 andy1, Eq. (1) can be
expanded in the x- and y-directions as follows:

L1,1
L1,2

...

Lnx ,ny

=


m1 0 ··· 0

0 m1
. . .

...
...

. . .
. . . 0

0 ... 0 m1




f 1,1
f 1,2

...

f nx ,ny

, (2)

L = M1f . (3)

In Eq. (3),f andL are functions ofx andy as well asE
andz, i.e., f (x,y,E) = {fi |i = 1,2,....,n} andL(x,y,z) =

{Li |i = 1,2,....,m}, wheren = nE ×nx ×ny andm = nz ×

nx ×ny . M1 is a large sparse matrix defined by

M1 =


m1 0 ··· 0

0 m1
. . .

...
...

. . .
. . . 0

0 ... 0 m1

. (4)

In a similar manner toL, we defineD(x,y,z) = {Di |i =

1,2,....,m} [m−6] as a square of ionospheric electron density
generated by the incident electrons.D has a linear relation-
ship with respect tof , as shown by

D = M2f , (5)

where

M2 =


m2 0 ··· 0

0 m2
. . .

...
...

. . .
. . . 0

0 ... 0 m2

. (6)

Again, m2 is anz ×nE matrix for obtainingDx1,y1(z) from
f x1,y1(E) (see Appendix).

2.3 Projection to observational data

In this subsection, we formulate the projection of the volume
emission rateL(x,y,z) and the square of ionospheric elec-
tron densityD(x,y,z) to the observational data, i.e., auroral
images from the ALIS, electron density from the EISCAT
radar, and CNA from the IRIS at Kilpisjärvi.

A gray levelgi [photons m−2 s−1 ster−1] at a pixeli in the
auroral image is approximated by a linear integration along a
line of sight, as follows:

gi =
cg(θ,φ)

4π

∫
L(r,θ,φ)dr, (7)

where(r,θ,φ) are polar coordinates whose origin is located
at the center of the camera lens, andcg(θ,φ) is a sensitivity
and vignetting factor (Aso et al., 1990). Atmospheric attenu-
ation was ignored in this study. Equation (7) is expressed by
the matrix operation

g = P1L = P1M1f , (8)

whereg = {gi |i = 1,2,....,lg} is a gray-level vector whose
length islg andP1 is a lg ×m matrix used to calculateg by
integratingL in Eq. (3) along the line of sight, and includes
the sensitivity and vignetting factor.

For the EISCAT radar, the location of the observation
points in the ionosphere is known. The square of elec-
tron density at the observation points of the EISCAT radar,
d = {di |i = 1,2,....,ld} [m−6], can be given by the matrix ex-
pression

d = P2D = P2M2f , (9)

whereP2 is a ld × m matrix that derives data at the vox-
els including the radar observation points fromD(x,y,z) in
Eq. (5).

CNA ai [dB] measured at beami of the IRIS is approxi-
mated by

ai =
ca

ω2

∫ √
D(r,θ,φ)ν(r,θ,φ)dr, (10)

where (r,θ,φ) are polar coordinates whose origin is at
Kilpisj ärvi, ω is the observation angular frequency (ω =

2π × 38.2 [MHz]), ν is the electron-neutral collision fre-
quency, andca is a constant with a value of 4.6×10−5 in
MKS units. It should be noted that in Eq. (10) we assumed
that the main lobe is very sharp and the effect of side lobes is
small, although this assumption is not always practical, par-
ticularly for the beams on the edge (Hargreaves and Detrick,
2002). Then, the vectora = {ai |i = 1,2,....,la} is given by

a = P3
√

D = P3
√

M2f , (11)

whereP3 is ala ×m matrix operator that integrates the prod-
uct of

√
D andν along the line of sight. We note that the

square root in Eq. (11) applies to all elements of the vector.
ν was derived from Table 3a of Aggarwal et al. (1979) and it
was assumed to be dependent only on the altitudez.

Finally, we added noise tog, d, anda to obtain the obser-
vational data,̃g, d̃, andã (in this paper a tilde “∼” signifies
observational data).

3 Inverse problem

3.1 Bayesian model

The inverse problem is based on the Bayesian model and is
formulated as a problem of maximization of posterior proba-
bility. We defineP(b̃|f ) as the probability of observing data
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b̃ given modelf , andP(f ) as the prior probability of model
f . According to Bayes’ theorem, the posterior probability
P(f |b̃), which is the probability that modelf is true given
observational datãb, is expressed by

P(f |b̃) =
P(b̃|f )P (f )

P (b̃)
∝ P(b̃|f )P (f ), (12)

whereP(b̃) is the marginal probability of̃b. b̃ corresponds
to the observational datãg, d̃, andã in Sect. 2.

We adopted a smoothness constraint off for the prior
probability off , as given by

P(f ) ∝ exp

(
−

∥∥∇2f
∥∥2

2σ 2

)
, (13)

whereσ 2 is the variance of∇2f and the second-order deriva-
tive of f is taken with respect tox, y, andE. Assuming that
datab̃ has Gaussian errors, the likelihood is expressed by

P(b̃|f ) ∝ exp

{
−

∑
j

1

2

(
b̃j −bj (f )

)T

6−1
j

(
b̃j −bj (f )

)}
, (14)

wherej signifies the kind of data.̃bj corresponds tõg, d̃,
and ã for j = 1, 2, and 3, respectively, andbj (f ) corre-
sponds tog, d, anda. 6−1

j is the inverse covariance matrix.

Assuming that the data are independent from each other,6−1
j

has zero off-diagonal elements and the inverse variances in
the diagonal elements.

The properties of the inverse covariance matrix6−1
j for

each kind of data are described below. Since the photon
count detected by the ALIS CCD follows Poisson statistics,
the standard deviation of the noise equals the square root of
the mean. When the mean value of the photon count is large
enough, the Poisson distribution can be approximated by a
Gaussian distribution. Thus, we assumed that the (i, i)-th
entry of6−1

1 is 1/g̃i . For the electron density and CNA, on
the other hand, it was assumed that the noise was the same
for all data elements. This assumption allows us to change
6−1

2 and6−1
3 to 1/σ 2

2 · I and 1/σ 2
3 · I , respectively, whereσ 2

2
andσ 2

3 are the variances of the electron density and CNA and
I is an identity matrix.

By substituting Eqs. (13) and (14) into (12),P(f |b̃) is
given by

P(f |b̃) ∝ exp

[
−

1

2σ 2

{∑
j

w2
j

(
b̃j −bj (f )

)T

6−1
j

(
b̃j −bj (f )

)
+

∥∥∥∇2f

∥∥∥2
}]

, (15)

wherew2
j areσ 2, σ 2/σ 2

2 , andσ 2/σ 2
3 for j = 1, 2, and 3, re-

spectively, and6−1
2 and6−1

3 can be replaced with the iden-
tity matrices.wj are the so-called hyper-parameters, which
are constants corresponding to the weighting factor for each

instrument data. To maximize the posterior probability, it is
necessary to minimize the function:

ϕ(f ;wj ) =

∑
j

w2
j

(
b̃j −bj (f )

)T

6−1
j

(
b̃j −bj (f )

)
+

∥∥∥∇2f

∥∥∥2
=
∥∥r(f ;wj )

∥∥2
, (16)

where

r(f ;wj ) =


w16

−
1
2

1

(
g̃−g(f )

)
w2

(
d̃ −d(f )

)
w3
(
ã−a(f )

)
∇

2f

. (17)

It should be noted that min[ϕ(f ;wj )] is a non-linear least
squares problem with respect tof , because Eq. (16) includes
the square root off for CNA data (see Eq. 11).

3.2 Ad hoc modification of f by non-negative constraint
and method to solve the minimization problem

To take advantage of the non-negative constraint of the dif-
ferential fluxf (i.e., f ≥ 0), the change of variables,f =

exp(x), was carried out. Then, min[ϕ(x;wj )] is a non-linear
least squares problem with respect tox, even if CNA is not
used for data analysis. We solved this problem by the Gauss-
Newton algorithm.

In the Gauss-Newton method, the parameterx proceeds
by the iteration,x(k+1)

= x(k)
+1x(k), where the increment

1x(k) at thek-th step is a solution of the following equation:(
JT (x(k))J(x(k))

)
1x(k)

= −JT (x(k))r(x(k)). (18)

Here,J(x) is the Jacobian matrix ofr(x) with respect tox.
J(x) can easily be obtained, if the derivative ofr(x) with
respect tox can be analytically solved such as in this case.
Equation (18) is a normal equation with a large sparse ma-
trix; therefore, we solved it by the Conjugate Gradient (CG)
method.

The Gauss-Newton method requires an initial guessx(0).
Since it is not sure that the posterior distribution has only a
single maximum and that this method can always find the
highest one, we need to select a suitable initial value for
x(0) carefully. Thus, we first used only gray levelg̃ to
solve min[ϕ(f )] with respect tof , which yielded a linear
least squares problem. We solved the problem by the SIRT
method withf (0)

= 107 [m−2 s−1 eV−1] and used the solu-
tion f ∗ for the initial value of the Gauss-Newton algorithm
(i.e.,x(0)

= log(f ∗)).

3.3 Determination of hyper-parameters (w1, w2, w3)

Unfortunately, there is no information of the hyper-
parameters. We used the 10-fold cross-validation method to
determine the hyper-parameters (Stone, 1974). First, the full
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Fig. 3. (a) Spatial distribution of total energy flux (Q0) of inci-
dent electrons at 230-km altitude. Top and right correspond to the
northward and eastward direction, respectively. The cross marked
A indicated the line-of-sight direction of the EISCAT radar.(b) En-
ergy distribution of incident electrons at point A. The distribution
was produced in almost the same way as Strickland et al. (1993).

data set was divided into 10 subsets, where thek-th subset
consists of thek-th, (k+10)-th, (k+20)-th, . . . elements of
the vectorsg̃, d̃, andã. Then, the cross validation score for
the assumed hyper-parameters (w1, w2, w3) was calculated
as follows.

Of the 10 subsets, one was selected as a test set (b̃tes
j ) and

the others as a training set (b̃tra
j ). We found the solution̂x

to minimizeϕ(x;w1,w2,w3) using only the training set̃btra
j

and then the test set was predicted frombtes
j (x̂). We then

calculated the sum of the squares of the residuals between
the test data and the predicted data:

δ(w1,w2,w3) =

∑
j

∥∥∥b̃tes
j −btes

j (x̂)

∥∥∥2
. (19)

The cross-validation scorēδ(w1,w2,w3) was calculated by
averaging over 10δ(w1,w2,w3)s, which were obtained by
replacing the test set with one of the training sets in turn.

The values ofw1, w2, and w3 required to minimize
δ̄(w1,w2,w3) was determined by a trial and error method.
In addition to the hyper-parameters, the number of iterations
for the Gauss-Newton algorithm was also simultaneously de-
termined so as to minimizēδ.

Furthermore, we set the upper limit of the hyper-
parameters. The reconstructed results were poor without the
upper limit for several cases, in which the smoothness of en-
ergy and spatial distributions of differential flux was much
weaker than expected. The reconstructed results using the
hyper-parameters determined by the cross-validation method
tend to fit the observational data more closely than the prior
distribution (i.e., smoothness constraint). The upper limits
of the hyper-parameters were determined by a trial and error
method so as to suppress the reconstruction error but retrieve
the substantial spectral peak to some extent. The upper limit
values were fixed through this paper.
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noise with a mean of 0 m−3 and a standard deviation of 3% of the
density.

4 Results and discussions

4.1 Reconstruction from multiple auroral images

In this subsection, we demonstrate a reconstruction using
only multiple auroral images. Figure 3 shows the spatial and
energy distributions of the incident electrons assumed for the
forward problem. The auroral arc was assumed to have a si-
nusoidal shape in the y-direction and a Gaussian shape in the
x-direction. The total energy flux (Q0) of the incident elec-
trons has a maximum value of 30 m Wm−2 at the center of
the arc. The energy distribution was assumed to be Gaus-
sian with low- and the high-energy slopes, which has been
reported by Strickland et al. (1993) to be typical of auroral
electrons. The position of the energy peak (EP) varies lin-
early from 2×103 to 8×103 eV with increasing longitude.
The scaling exponents of the power-law distributions were
set to−1.0 and−3.0 for low-energy and high-energy slopes,
respectively, and the values of these distributions atE = EP
were assumed to be equal to 0.2 times of the peak value of
the Gaussian distribution. The pitch angle distribution was
assumed to be isotropic.

Figure 4 shows the 427.8-nm auroral image observed at
Skibotn and the electron density profile measured with the
EISCAT radar at Tromsø. The gray levels in Fig. 4 include a
background noise (NB) of 300 R. Since the gray level noise
for a pixel i was assumed to have the standard deviation of
√

gi +NB, the standard deviation is greater than
√

300 R for
all pixels. The electron density includes a Gaussian noise
with a mean of 0 m−3 and a standard deviation of 3% of the
density.

Figure 5 shows the reconstructedQ0 from five auroral im-
ages for various amount of noise levels. The reconstruction
is accurate for the case of low noise (see Fig. 5a and b).
As the noise increases, however, some regions suffer from
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Fig. 5. The dependence of reconstructed total energy flux (Q0)
on noise. Background noise of(a) 0 R, (b) 100 R,(c) 300 R, and
(d) 500 R has been added to the auroral images for all five ALIS
stations.

underestimation or overestimation of the energy flux. One
example is the northern and southern boundaries of the re-
construction region whereQ0 is highly overestimated, and
another is the western part of the arc aty = −73∼ −40 km
whereQ0 is slightly underestimated (see Fig. 5c and d). The
latter is attributed to the position of the ALIS stations, be-
cause four of five stations lie to the south of the reconstruc-
tion region (see Fig. 1). We have already confirmed that the
underestimation ofQ0 in the arc aty = −73∼ −40 km is im-
proved by moving one of four southern stations (ex., Tjaut-
jas) to the north of auroral arc (not shown here). The recon-
struction works well when there are the stations on both the
north and south sides of the aruroral arc (Aso et al., 1998).

Figure 6 exhibits the reconstructed differential flux of the
incident electrons at points B and D in Fig. 3a. The recon-
struction is quite good for the no-noise case (blue curve),
where no noise means that both the mean and standard de-
viation of noise are zero. Even with the noise (green and red
curves), the position ofEP in the reconstruction is almost the
same as that for the incident electrons. On the other hand,
the deviation of the differential flux increases with increas-
ing image noise and underestimation of the flux can be seen
atEP.

The additional peaks seen in Fig. 6b are attributed to the
observational system of auroral luminosity, i.e., the matrices
P1 and M1. The solutionf̂ of min[ϕ(f ;wj )] can be ex-
pressed as a linear combination of the singular vectors of a
matrix which is a function ofP1 and M1. When the gray
level noise is added, the singular vectors with small singular
values are neglected and the contribution of the singular vec-
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Fig. 6. Differential flux of the incident electrons reconstructed from
only auroral images.(a) and(b) show the results for points B and
D in Fig. 3a, respectively. Black and blue curves represent the
differential flux of the original incident electrons and the differen-
tial flux reconstructed from auroral images with no noise, respec-
tively. Green and red curves correspond to the differential flux re-
constructed from images with a background noise of 100 and 300 R,
respectively.

tors with large singular values tôf stands out, which results
in the appearance of the additional peaks.

Here we briefly describe the errors of the inversion re-
sults. The standard deviation of thei-th element of the recon-
structed differential flux (̂f ) can be roughly approximated

by
√

σ 2/
(
ϕ′′(f̂ )

)
i,i

, whereσ 2 is the variance of the prior

distribution in Eq. (13) and
(
ϕ′′(f̂ )

)
i,i

is the second order

derivative ofϕ(f ) with respect tofi at f = f̂ . As σ 2 is un-

known, it was roughly estimated fromσ 2
≈

∥∥∥∇2f̂

∥∥∥2
/n. The

obtained standard deviations were about 10 to 60 percent of
the reconstructed differential flux for the cases tested in this
paper.

We emphasize that the non-negative constraint of the dif-
ferential flux plays an important role in the reconstruction.
If we do not use CNA data and the non-negative constraint,
the inverse problem becomes the linear equations, which can
be more easily solved by the CG method. However, the dif-
ferential flux reconstructed by the CG method without the
non-negative constraint often included negative elements.
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4.2 Reconstruction from auroral images and electron
density

Figure 7 shows the reconstructed differential flux at point A,
which corresponds to the line-of-sight direction of the EIS-
CAT radar. The purple curve corresponds to a reconstruction
from only auroral images with a background noise of 300 R.
The green (red) curve corresponds to a reconstruction using
both the auroral images and the electron density with added
Gaussian noise with a mean of 0 m−3 and a 1% (3%) stan-
dard deviation. From this figure, the differential flux recon-
structed from only auroral images is less than the incident
flux for energies at and belowEP and greater than the inci-
dent flux for energies aboveEP (purple curve). It is evident
that the underestimation and overestimation of the differen-
tial flux were significantly corrected by using the electron
density from the EISCAT radar. The improvement of the re-
construction is limited toE > 700 eV, because the electron
density atz < 170 km was used for the inversion.

Note that the correction of the differential flux is signif-
icant only around A, because the observation region of the
EISCAT radar is limited to along the geomagnetic field line at
A. In addition, the temporal resolution of the EISCAT radar
data is usually lower than that of the ALIS data. Neverthe-
less, the correction imparted by the radar data is very impor-
tant, because the next generation EISCAT3D facility will be
capable of measuring the ionosphere in a wide area at high-
spatial and high-temporal resolutions. We are planning to
apply this method to the 3-D ionospheric electron density
observed by the EISCAT3D in future.
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Fig. 8. (a)Energy distribution of the incident electrons at the center
of the arc. The distribution is similar to Fig. 3b, but the high-energy
tail has been replaced with a kappa distribution.(b) CNA detected
with the IRIS at Kilpisj̈arvi. Top and right correspond to the north-
ward and eastward direction, respectively. Note that the center of
this panel corresponds to the position of Kilpisjärvi. Each colored
area shows−3 dB contour of the main beam. Gaussian noise with
a mean of 0 dB and a standard deviation of 0.03 dB has been added
to the CNA data.P andQ are the beams where the precipitating
electrons at points C and E in Fig. 3a contribute to the generation of
CNA.

4.3 Reconstruction from auroral images and CNA

It is well known that CNA is sensitive to precipitating elec-
trons with energies greater than 20×103 eV. Thus, the energy
range for the calculation was extended to 300∼ 100×103 eV.
Furthermore, a kappa distribution was adopted for the high-
energy tail of the incident electrons, instead of the power-law
distribution used in Sects. 4.1 and 4.2. The kappa distribution
is often observed in diffuse auroras, and is thought to be at-
tributed to the electrons in the plasma sheet. The high-energy
tail is given by

f (E) ∝ E

(
1+

E

κEP

)−κ−1

for E >EP. (20)

The energy distribution becomes harder with decreasing
κ and it approaches a Maxwellian distribution asκ goes to
infinity. It was assumed that the distribution of total energy
flux is same as in Fig. 3a andEP in Eq. (20) is equal toEP in
the Gaussian distribution.EP andκ were fixed everywhere
to 8×103 eV and 6, respectively. Figure 8a and b show the
energy distribution of the incident electrons at the center of
the arc and CNA observed with the IRIS at Kilpisjärvi, in-
cluding a Gaussian noise distribution with a mean of 0 dB
and a standard deviation of 0.03 dB, respectively.

To examine the usefulness of CNA for the inversion, we
added a well-characterized noise to image data for four sta-
tions located to the south of Skibotn. The background noise
decreases gradually from 200 R on the northern edge (clos-
est to the horizon) to 0 R on the southern edge (farthest from
the horizon). On the other hand, a uniform background noise
of 100 R was added to the image at Skibotn. Such spatial
gradient of the noise tends to make the reconstructed energy
spectra harder than the input energy spectra.
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Fig. 9. (a) CNA calculated by using the differential flux recon-
structed from ALIS images only.(b) CNA obtained by using the
differential flux reconstructed from both auroral images and CNA.

Figure 9a exhibits CNA obtained by using the differen-
tial flux reconstructed from ALIS images only. CNA in
this figure is greater than the observed CNA (shown in
Fig. 8b) in the auroral precipitation region. Figure 9b shows
CNA calculated by using the differential flux retrieved from
both auroral images and CNA. It was confirmed by com-
paring this figure with Fig. 8b that the minimization prob-
lem (min[ϕ(x;w1,w3)]) including CNA data was properly
solved.

Figure 10 shows the differential flux at points C and E (in
Fig. 3a) reconstructed from both the auroral images and CNA
(red curve), together with the reconstruction from the images
only (green curve). The differential flux at points C and E
contributed to the generation of CNA for the beamsP and
Q, respectively (see Fig. 8b). The reconstructed differen-
tial flux was slightly corrected by using CNA in the very-
high-energy range (E > 70×103 eV). The energy spectra be-
came smoother by using CNA data, indicating that the rel-
ative weight of the smoothness constraint increased in this
case. On the other hand, the differential flux was poorly re-
constructed in the lower-energy range including the peak at
E = EP.

We extended the energy range up to 100×103 eV to in-
corporate CNA data into our method, however, that made it
difficult to reconstruct the differential flux in the low-energy
range. The low-energy differential flux is prone to be affected
by the observational noise, because the 427.8-nm emission
and the electron density enhancement caused by the low-
energy flux are very small. In addition, the reconstruction er-
ror in the high-energy differential flux arisen from the obser-
vational noise also affects the emission and the electron den-
sity at high altitude, resulting in the error in the low-energy
differential flux.

Moreover, the atmospheric parameters such as the neutral
density, the neutral temperature, the electron-neutral colli-
sion frequency, and the effective recombination coefficient
were regarded as the known quantities in this paper. How-
ever, these parameters are generally unknown and involve an
ambiguity. In particular, there is a large amount of ambiguity
in the effective recombination coefficient in the ionospheric
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Fig. 10. (a)The differential flux of incident electrons at points C
and E in Fig. 3a reconstructed from the images only (green curve)
and from both the auroral images and CNA (red curve). The format
of this figure is similar to that of Fig. 7.

D region (Penmann, 1979), which causes an uncertainty of
the reconstructed high-energy differential flux.

Therefore, we conclude that it is difficult at this stage to
use CNA data when applying the G-ACT to actual data. Nev-
ertheless, it is worth further investigating how to make use of
CNA for the energy reconstruction, as it is the unique data
measured from the ground that includes the significant infor-
mation of the high-energy flux. To extend the energy range,
it may be necessary to add the other information of the low-
energy electron flux as well as of the high-energy electron
flux. For instance, auroral images at different wavelength
bands (ex., 844.6 nm) will improve the differential flux in the
low-energy range. It may also be effective to make an a priori
assumption about the shape of the high energy tail.

5 Conclusions

We provided the concrete algorithm of the Generalized-
Auroral Computed Tomography to reconstruct the energy
and spatial distribution of a precipitating electron flux from
multi-instrument data. Based on a Bayesian model, the in-
verse problem was formulated as a maximization of the pos-
terior probability. This inversion method enables us to uti-
lize not only auroral images, but also the ionospheric elec-
tron density, CNA, and prior information on the incident
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Table A1. Simulation parameters.

Parameter Value References

I 12.6◦ –
A0−1q0−0∑

v
A0−v

0.197 Vallance Jones (1974)

1ε 350 eV Sergienko and Ivanov (1993)
1εion 35.5 eV Semeter and Kamalabadi (2005)
λ(z,E) – Semeter and Kamalabadi (2005)
R(E) 4.30×10−6

+5.36×10−5E1.67 [kg m−2]
(E is in keV)

Rees (1989)

ρ(z) calculated from MSIS90 model Hedin (1991)
p(z) calculated from MSIS90 model Hedin (1991)

Sergienko and Ivanov (1993)
α(z) 4.30×10−12exp(−2.42×10−2z)

+8.16×106exp(−0.524z) [m3 s−1] (z is in km)
Gledhill (1986)

electrons. It was confirmed that the differential flux of in-
cident electrons is well reconstructed from the ALIS images
for the low-noise cases. We demonstrated in a case study
that the combination of the ALIS images with the electron
density profile from the EISCAT radar is useful for recon-
structing the precipitating flux more accurately. On the other
hand, it is difficult at this stage to use CNA data when apply-
ing the G-ACT method, as the extension of energy range to
about a hundred keV causes difficulty in the reconstruction
of the low-energy electron flux.

It should be noted again that the reconstruction test was
performed only for a few specific cases in this paper. The
test should be performed for various situations of the form
and location of aurora, the location of stations, and noise in
the observational data, which remains as future work. We
expect that this method will become a useful analysis tool for
analyzing many kinds of data obtained by the comprehensive
observation of auroras. In particular, the 3-D ionospheric
parameters measured by the new EISCAT3D facility will be
a most interesting target for this method in the near future.

Appendix A

Derivation of m1 and m2

In this section, we describe how to obtain the matrix opera-
torsm1 andm2 in Sect. 2.2. The energy deposition rateε(z)

[eV m−3 s−1] due to the incident electron flux at an altitude
of z is given by

ε(z) = sec(I )ρ(z)

∫
λ(s(z)/R(E))Ef (E)

R(E)
dE, (A1)

whereI [radian] is the angle between the vertical axis and
the magnetic field line,ρ(z) [kg m−3] is the atmospheric
mass density,R(E) [kg m−2] is the range of incident elec-
trons with an energy ofE, andλ is an energy dissipation

function that is dependent ons(z)/R(E). s(z) [kg m−2] is
defined as follows:

s(z) = sec(I )

∫
∞

z

ρ(z)dz. (A2)

TheN+

2 (427.8 nm) emission is due to the transition from
N+

2 (B26+
u )v=0 to N+

2 (X26+
g )v=1. According to Sergienko

and Ivanov (1993), the volume emission rateL(z) [m−3 s−1]
is approximated by

L(z) =
A0−1q0−0∑

v

A0−v

w(z) =
A0−1q0−0∑

v

A0−v

p(z)ε(z)

1ε
, (A3)

whereA0−1 is the Einstein coefficient for the transition from
N+

2 (B26+
u )v=0 to N+

2 (X26+
g )v=1, w(z) [m−3 s−1] is the

production rate ofN+

2 (B26+
u ), q0−0 is the Franck-Condon

factor of the electronic transition fromN2(X
16+

g )v=0 to

N+

2 (B26+
u )v=0, p(z) is the probability ofε(z) used to excite

N2, and1ε [eV] is the excitation energy cost ofN+

2 (B26+
u ).

The production rate ofN+

2 (B26+
u ), w(z), can be obtained by

dividing the energy dissipated to exciteN2 (= p(z)ε(z)) by
the excitation energy cost ofN+

2 (B26+
u ), 1ε. Sergienko and

Ivanov (1993) demonstrated that1ε is approximately inde-
pendent of the energy of the incident electrons.

Similarly to the volume emission rate, the square of elec-
tron density,D(z) [m−6], enhanced by the incident electrons
at z is given by

D(z) =
qion(z)

α(z)
=

ε(z)

α(z)1εion
, (A4)

whereqion(z) [m−3 s−1] is the ionization rate due to the inci-
dent electrons,α(z) [m3 s−1] is the effective recombination
coefficient, and1εion [eV] is the energy used to produce a
pair of ion and electron.
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If fj is f (E) in the range ofEj ≤ E ≤ Ej +1Ej and if
Li andDi areL(z) andD(z) in zi ≤ z ≤ zi +1zi , Li andDi

are obtained from Eqs. (A1), (A3), and (A4) as follows;

Li =

∑
j

m1,ijfj , (A5)

Di =

∑
j

m2,ijfj , (A6)

wherem1,ij andm2,ij are the (i, j )-th entries ofm1 andm2,
respectively, which are given by

m1,ij =
A0−1q0−0∑

v

A0−v

sec(I )

1ε
ρ(zi)pi(zi)

λ
(
zi,Ej

)
Ej1Ej

R(Ej )
, (A7)

m2,ij =
sec(I )

1εion

ρ(zi)

α(zi)

λ
(
zi,Ej

)
Ej1Ej

R(Ej )
. (A8)

The parameters used for the calculation is summarized in
Table A1.
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