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Abstract. The Polar Cap (PC) index is a controversial topic
within the IAGA scientific community. Since 1997 discus-
sions of the validity of the index to be endorsed as an official
IAGA index have ensued. The article: “The PC index: re-
view of methods”, written by two members of the IAGA PC
index committee, H. McCreadie and M. Menvielle, holds a
critical review of some aspects of the methods used to derive
PC index values. However, a number of incorrect statements
and factual errors have been found and shall be called atten-
tion to and discussed in this commentary. Further critical
comments concern the Corrigendum issued by the same au-
thors and published in Ann. Geophys., 29, 813–814, 2011.

Keywords. Ionosphere (Polar ionosphere)

1 Introduction

The comments in the present note address the article “The PC
index: review of methods” by H. McCreadie and M. Men-
vielle (Ann. Geophys., 28, 1887–1903, 2010) and its Corri-
gendum (Ann. Geophys., 29, 813–814, 2011)). The initial
version of the comments were submitted to Annales Geo-
physicae on 8 December 2010.

Basically, the PC index represents polar cap magnetic vari-
ations,1FPROJ, associated with the transpolar part of the
DP2 current system driven mainly by the merging (or geoef-
fective) electric field,Em, of the solar wind-magnetosphere
dynamo (Kan and Lee, 1979). The relation between the
parameters is assumed to be of a linear form:1FPROJ=
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αEm+β. For obvious reasons,α is termed “slope” while
β is termed “intercept”. From measured values of the mag-
netic variation,1F , and subsequent projection to the “op-
timum direction” perpendicular to the mean transpolar DP2
current, the expression may be inverted to provide a proxy
for the merging electric field, which is then the PC index,
i.e.: PC= (1FPROJ−β)/α (∼Em). The coefficients,α and
β, and the optimum direction angle,φ, are found by statisti-
cal analyses of related values ofEmand1F over an epoch
long enough to provide substantiated values. They are usu-
ally provided in tables, by which values at all times through
every day of the year can be derived. The same set of coef-
ficient values are used through the years, among other, over
the solar cycle. Details of the derivation may be found in
the referenced literature (e.g., Troshichev et al., 1988, 2006;
Vennerstrøm, 1991; Stauning et al., 2006).

The PC indices are derived from ground based geomag-
netic measurements in the northern and southern Polar Caps.
The PCN index is based on data from Thule (Qaanaaq) in
northern Greenland while the PCS index is based on data
from Vostok in Antarctica. The PC index in its present form
was first formulated by Troshichev et al. (1988) following a
series of publications by Troshichev and other scientists on
the relations between conditions in the solar wind, magnetic
variations in the polar caps, and substorm occurrences (see
references in McCreadie and Menvielle, 2010).

PCN indices have been supplied from the Danish Mete-
orological Institute (DMI) since 1991, while PCS indices
have been supplied from the Arctic and Antarctic Research
Institute (AARI) in various versions. In an important de-
velopment not mentioned in the article, DMI at the end of
2009 stopped the production of the version DMI#2 PCN in-
dex values, which were based on the procedure developed
by Vennerstrøm (1991). The production and publication of
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this index has been taken over by the Danish National Space
Institute (DTU Space) and is supervised by Jürgen Matzka.
This version of the PCN index is supplied, among other, to
the OMNIweb data base system (http://omniweb.gsfc.nasa.
gov). In the “comments” column of Table 1 on the PCN
(DMI#2) index it should be mentioned that this index is now
the official DTU Space PCN index. Hence, for the discus-
sions of the various current PC indices, there are now the
three separate versions, PCS (AARI#3), PCN (DMI#4), and
PCN (DTU Space).

2 General comments

This section discusses the major issuess of the article’s re-
view of methods for deriving PC index values and makes
comments where the descriptions provided by McCreadie
and Menvielle are found to be incomplete or incorrect. In
most cases the text segment to be commented is written ver-
batim in italics first and our comment follows in normal style.
The comments are numbered C1, C2, . . . . . . Figures and
equations in the present commentary article are marked by
an asterix.

These issues are:

1. The parameters of the basic expression for the PC index.

2. Decomposition of the magnetic field in geographic and
magnetic coordinate systems.

3. The projection angle.

4. Regression methods.

5. The derivation of the quiet reference level at AARI.

6. The derivation of the quiet reference level at DMI.

7. PC index sampling less frequent than the data sampling.

2.1 Parameters of the basic expression for the PC index

In order to help the reader to follow the discussion we first
sum up the fundamental definitions. The basic concept of the
PC index is derived from an assumed linear relation between
the “geo-effective” (or “merging”) electric field,Em, in the
solar wind encountering the Earth and1FPROJ, the polar cap
horizontal magnetic variation (at ground) projected to the so-
called optimum direction

1FPROJ= αEm+β (1*)

The optimum direction is the horizontal direction perpendic-
ular to the average DP2 transpolar equivalent current direc-
tion and makes an angleφ to the dawn-dusk direction. The
projection serves the double purpose of converting the mag-
netic variation vector into a scalar quantity and focusing on
the part of the magnetic variation that is most directly cou-
pled to solar wind conditions.

The merging electric field is defined by:

Em= VSWBTsin2(θ/2) (2*)

whereVSW is the solar wind velocity,BT is the transverse
component of the interplanetary magnetic field (IMF) (BT =
√

(B2
Y +B2

Z), whileθ is the polar angle between the Z-axis of
a Geocentric Solar-Magnetospheric (GSM) coordinate sys-
tem and the transverse IMF component.

The Eq. (1*) is inverted to give a definition of the PC index
by equivalence:

PC= (1FPROJ−β)/α(∼ Em) (3*)

The scaling parameters used to derive the polar cap (PC) in-
dex from geomagnetic variations comprise the optimum di-
rection angle,φ, and the regression coefficients,α and β.
They are found from statistical analyses based on an ensem-
ble of concurrent values of the merging electric field,Em,
and the polar cap horizontal magnetic variation vector,1F

counted from the quiet level,F QL. The basic unit for the
PC index is the one used for the merging electric field (e.g.,
mV m−1). A re-scaling quantity,ξ , (e.g., 1 m mV−1) could
be added to the expression in Eq. (3*) to change the unit (e.g.,
to make the index dimensionless).

2.2 Decomposition of the magnetic field in geographic
and geomagnetic coordinate systems

Some comments to the presentation in McCreadie and Men-
vielle (2010) are:

C1. Figure 5, p. 1895, used as a reference to define the
resolution of the disturbance vector in magnetic element
pairs is erroneous. IfF is the total magnetic field vector
then its horizontal component,H , is not necessarily situated
in the magnetic meridian in the northerly direction. The
same error is repeated in the Corrigendum. The vectorDH

is misplaced. The quantity namedD is really the geographic
Y-component.

C2. The definition ofD in p. 1894, and the resolution in
(H,DH ) components in p. 1894 and in the caption to Fig. 5
added in the corrigendum are incorrect.

Figure 1* has been added here (to replace Fig. 5, p. 1895)
in order to provide an illustration of the decomposition of the
magnetic field into its basic components in local geographic
and magnetic coordinate systems. The magnetic field vector,
F , in Fig. 1* makes an inclination angle, I, to the horizon-
tal plane.F can be resolved in a vertical component, Z, and
a horizontal vector,H . The vertical component axis (down-
ward in the Northern Hemisphere, upward in the Southern) is
the same in geographic and magnetic systems. The horizon-
tal vector,H , can be resolved in the components X (north-
ward) and Y (eastward) in a geographic coordinate system, or
in the componentsH (magnetic north) andD (magnetic east)
in a magnetic coordinate system. The declination,DE , is the
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angle between the geographic north axis and the horizontal
field vector. The basic declination angle between geographic
and geomagnetic north directions is here denotedDE,0.

The components could be defined through:

Z = |F |sin(I ) (4*)

|H | = |F |cos(I )

X = |H |cos(DE) = |F |cos(I )cos(DE)

Y = |H |sin(DE) = |F |cos(I )sin(DE)

H = |H |cos(DE −DE,0) = |F |cos(I )cos(DE −DE,0)

D = |H |sin(DE −DE,0) = |F |cos(I )sin(DE −DE,0)

In the above expressions and in Fig. 1*, please note the dif-
ference between scalar and vector symbols. (It is unfortu-
nate that the same symbols are traditionally used for multiple
quantities in geomagnetism.)

2.3 The projection angle

C3. In Eq. (7) in p. 1892 the notationFk is introduced for
thek-th value of the quantity1FPROJthrough the statement:

“The current PC index is defined as

PC = ξ(Fk −βk)/αk (7)

where Fk is the magnetic disturbance vector.”
However,Fk in Eq. (7) is a scalar quantity not a vector;

it is the projection of the horizontal magnetic disturbance
vector to the optimum direction.

C4. Prior to Eq. (10) in p. 1892 it is stated that “The rota-
tion angleγ is defined as:”

The angle γ defined in Eq. (10) should be termed
“projection angle” since it is used in the projection (not
rotation) of the horizontal magnetic disturbance vector onto
the optimum direction (assumed perpendicular to the DP2
transpolar current) in order to obtain the scalar disturbance
parameter used for the PC index calculation. The confusion
between rotation and projection is evident in Sect. 2.3 of
the article where much (unnecessary) effort goes to describe
rotation (e.g., Figs. 2, 3 and 4) and rotation transform ma-
trices (e.g., Eqs. 11, 12, and 13). Further, another similarly
unclear statement is found in p. 1893:2.3 Description of
projection plane angle. The projection plane angle is simply
the rotation of the geographic coordinate system into the
local time (LT) coordinate system, which is invariant with
respect to the DP2 current system.”

In order to clarify the projection angle issue a new fig-
ure is added here (to replace Figs. 2 and 3, p. 1893, and
Fig. 4, p. 1894). Figure 2* displays a plot in geographical
coordinates (latitude, local time) of the northern polar region.
The varying position of Thule observatory through a day is
shown by a circle at the latitude. Local time is indicated by
hour marks as the station rotates counter clockwise around
the North Pole during the day.

Fig. 1*. Basic resolution of a magnetic field vector,F , in its hori-
zontal vector component,H , and its components (X,Y,Z) in a ge-
ographic and (H,D,Z) in a magnetic coordinate system (figure ap-
plies to Northern Hemisphere).

Based on the definition provided by Troshichev et
al. (1988), the projection of the magnetic variation vector to
the optimum direction is defined by the expressions:

1FPROJ= 1H ·sin(V ′

PROJ,GM)±1D ·cos(V ′

PROJ,GM)

in geomagnetic components(H,D) (5a*)

and

1FPROJ= 1X ·sin(V ′′

PROJ,GG)±1Y ·cos(V ′′

PROJ,GG)

in geographical components(X,Y ) (5b*)

The value of the projected variation vector, of course, is the
same in the two equations. The projection angles in the two
cases are:

V ′

PROJ(γgm) = Longitude(λ)+UTh·15◦
±Decl(δ)

+Optimum Direction Angle(φ) (6a*)

and

V ′′

PROJ(γgg) = Longitude(λ)+UTh·15◦

+Optimum Direction Angle(φ) (6b*)
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Fig. 2*. Illustration of projection angles for various hours (00:00,
06:00, 12:00, 18:00 LT) of the day for a station (Thule) in the north-
ern polar cap.

Here, the greek letters often used for these quantities are in-
dicated. The optimum direction angle,φ, is the angle be-
tween the dawn-dusk meridian and the average DP2-related
disturbance vector direction or, equivalently, the angle be-
tween the direction to the Sun and the average DP2 trans-
polar current. UTh is the UT time in decimal hours. Decl
is the local magnetic declination. The± signs in the equa-
tions are used such that the+ sign is applied for the South-
ern Hemisphere while the− sign is used for the northern
regions. Equations (5a*) and (6a*) are defined from the es-
tablished convention (e.g., Troshichev et al., 1988; Venner-
strøm, 1991) while Eqs. (5b*) and (6b*) are established by
equivalence. In the latter case the local declination is not
needed, which is an advantage particularly for Thule, where
the declination changes by around 1◦ a year.

The optimum direction angle and the projection angle are
defined from the geographic coordinate system in Fig. 2*. In
the figure the red arrow indicates the average direction of the
transpolar part of the DP2 (equivalent) current system. The
magnetic disturbance,1F , at ground is perpendicular to the
DP2 current and is indicated by the blue vector placed at the
geographic North Pole. Assuming a uniform DP2 current
system within the central polar cap, the polar cap observa-
tory, Thule, would experience the same disturbance vector,
1F , regardless of the time of day.

The diagram in Fig. 2* indicates the position of Thule ob-
servatory at 00:00, 06:00, 12:00, and 18:00 LT. With the lon-
gitudeλ = 290.77◦ for Thule, local time is LT = 00:00 (mid-
night) at UT time 04:37. The optimum direction making an
angle,φ, with the dawn-dusk direction is indicated. The geo-
graphic projection angle,γgg, is indicated for each of the four

LT positions shown in the figure. At 00:00 LT the projection
angleγgg equals the optimum direction angle,φ.

The corresponding geomagnetic projection angle,γgm, can
be defined in this coordinate system by tilting the Thule co-
ordinate axes (X,Y) by the declination,δ, to arrive at the
geomagnetic (H,D) component system and then define the
angle,γgm, between the negative D-axis and the optimum
direction indicated here by the1F vector. The projection
angle could also be defined in a geomagnetic latitude-local
time (MLT) coordinate system. In any event, the optimum
direction angle,φ, being the angle between two directions in
space, e.g. the direction to the Sun and the DP2 current direc-
tion, remains the same regardless of the terrestrial coordinate
system used for its definition.

The value of the optimum direction angle,φ, varying
with UT time of the day and day of the year, is found by
optimizing the correlation between the merging electric
field, Em, and the projected magnetic disturbance,1FPROJ,
letting the angle,φ, vary through a range of possible values
(usually, 0< φ < 90◦).

C5. The formula for the correlation coefficient used in
the derivation of the optimum angle depicted in Eq. (18),
p. 1895, has now the correct appearance in the corrigen-
dum. It should be noted, that contrary to the comment
in p. 1895 stating:“. . . (reader please note, Eq. 18 is not
the linear correlation coefficient, see Aitken, 1947). . . ..the
product-moment correlation coefficient in Eq. (18) is quite
the same as the formula (2) for the linear correlation coef-
ficient (also called “Pearsonian coefficient of correlation”)
found in Sect. 48, Chapter V, of Aitken (1962).

2.4 Regression methods

C6. The regression methods are explicitly mentioned in
Table 1. The methods are divided into “linear” and “or-
thogonal” regression. The “orthogonal” regression method
(Vennerstrøm, 1991) is specified in Eq. (6). However, both
methods are linear since they are based on the assumption
of a linear relation between the merging electric field and
the projected magnetic variation. Both are based on least
squares deviation from a regression line. One method uses
the (1-D) deviation in one component only, while the other
claims to use least squares deviations in both components
(2-D).

C7. In the column“Normalisation Coefficients”and for
the rows “DMI#1”, “ DMI#2”, “ DMI#3”, “ DMI#4” it is stated
“Orthogonal Coefficients – smoothed(α⊥, β⊥) Eqs. (5, 6)”.

The statement is incorrect for the DMI#4 procedure
that uses 1-D regression of1F on Em (1F taken to be a
function of Em) by least squares minimizing the deviation
in 1FPROJfrom the regression line. By the terms defined in
Eq. (6), the regression line has the slopeα = Sxy/Sy.
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C8. The so-called “orthogonal” regression method as de-
picted in Eqs. (5) and (6) is inconsistent. The equations
quoted from Vennerstrøm (1991), who used a formula from
Hald (1968), are reproduced in Fig. 3* here.

A survey of the units of the terms used in Eq. (6) illustrates
the problem. The term “Sx” is the mean squared variation in
the magnetic component, “Fs”, (left hand term of Eq. 5) that
has the unit Tesla (or nanotesla). The term “Sy” is the mean
squared variation in the merging electric field,Em, that has
the unit V m−1 (or mV m−1).

Thus, the expression in Eq. (6) (numerator): “Sy − Sx”
(i.e.: [nanotesla]2 – [mV m]−2), makes no sense. If the calcu-
lations are carried out using numerical values then the result
depends on whether one or another unit (e.g.,Em in V m−1,
mV m−1, or µV m−1) is implied.

It might be assumed that Vennerstrøm (1991) and Papi-
tashvili et al. (2001), who have used these equations, have
inserted the numerical values of these terms using the tra-
ditional units (nT, mV m−1). However, typical correspond-
ing values ofEmandF are 1 mV m−1 and∼50 nT. Thus, in
Eq. (6) the termsSx, Sxy, andSy have the ratios∼2500:50:1.

In Vennerstrøm (1991) the choice of sign in front of the
square root term is not specified. However, the sign must be
a plus, sinceSxy is positive, the square root term is larger than
the other term in the numerator, and the slope must be posi-
tive. Furthermore, in Vennerstrøm (1991) it is not specified
whetherSx designates the magnetic or the electric variance
term. The choice in Eq. (6) is made by the present authors.

If Sx designates the magnetic term as indicated in Eq. (6),
then the corresponding result, using the approximation (1+

δ)
1/2 ∼ 1+0.5δ for small values ofδ, would be:

α⊥ ≈ Sxy/Sx (7a*)

The approximate value of this quantity is:α⊥ ≈ 1/50 which
is unreasonably small for the slope defined in Eq. (5). (Actu-
ally, this quantity is the 1-D regression slope for the inverse
relation:Em=αF +β.)

If Sx designates the electric term (as probably used in Ven-
nerstrøm, 1991), thenSx as well asSxy in the numerator
terms could be neglected giving in a very close approxima-
tion the result:

α⊥ ≈ Sy/Sxy (7b*)

The approximate value of this quantity is:α⊥ ≈ 50, which is
a reasonable amount. However, it should be noted that this
quantity, basically, is the reciprocal value of the 1-D regres-
sion slope for the relation:Em=αF +β.

Thus, the expression in Eq. (6), p. 1891, resorts to the one-
dimensional least squares regression by minimizing the devi-
ation of the electric field quantities from the regression line.
This regression line, by the way, actually gives larger values
of the slope,α, and more negative values of the intercept,β

than the regression ofF on Emused in the other 1-D index
procedures quoted in the article.

Fig. 3*. Set of defining orthogonal regression equations from Mc-
Creadie and Menvielle (2010).

In other words, the “orthogonal” regression, apart from the
inconsistency involved in the parameter units, is really a one-
dimensional (and linear) regression method. The difference
from the other cited regression methods used to derive the co-
efficientsα andβ is only in the choice of parameter, whether
For Em, selected for the least squares minimizing.

This lengthy comment also serves to document that the
fundamental basis for the derivation of “DMI#11991”,
“DMI#2 2001”, and “DMI#32001” PCN index series is
questionable.

2.5 Derivation of the quiet reference level at AARI

C9. In Table 1, p. 1888, it is stated in the “Base-
line” column for AARI#3 2006: “Daily quiet level (Hd, Dd)
computer derived: filtered mean of each preceding 30 day
period; minute vaules calculated daily”. In Sect. 2.3.2.,
p. 1896, it is stated: “The quiet level is different each day
and is dependent on the quiet level in the previous 30 days
from the point of calculation. The method is very useful for
online calculations”

These descriptions are inconsistent with the procedures
explained in Janzhura and Troshichev (2008). Two QDC
variants emerge from their running QDC method. One QDC
variant is intended for on-line use. The other is applied in the
calculations of final PC index values, which are the ones to
be considered for IAGA approval. The method use magnetic
data from Vostok recorded by a flux-gate magnetometer. The
raw H (magnetic north) andE (magnetic east) component
values are counted from the instrument’s baselines.

www.ann-geophys.net/29/1137/2011/ Ann. Geophys., 29, 1137–1146, 2011
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1. The quiet segments used to build a QDC are selected on
basis of the variability in the components. The variabil-
ity should be held within specified limits if the magnetic
recordings through intervals of 20 min at a time are to
be included in the superposition of data forming the ba-
sis for QDC construction. If the first approach fails to
produce enough samples then the variability limits are
raised, the interval extended to 1 h, and the weight of the
sample reduced. In the reference it is stated (in p. 965)
that the assembly of weighted quiet segments for a 30
days interval defines the QDC for one day within the 30-
days interval: “and this day may not be quiet. For ex-
ample, the mean daily variation shown in Fig. 1(super-
position of quiet segments through the 30 days in June)
faithfully reproduced the QDC for 13 June”.

2. The procedure then shifts the 30-days interval forward
by one day at a time and repeats the QDC calculation
for the new interval. After many successive shifts of the
30 days interval a number of QDC’s are defined through
one month. Then (p. 966) “two-dimensional bicubic in-
terpolation with subsequent Savitzky-Golay smoothing”
is employed to define a proper QDC for each day of the
month (including days that did not obtain an individual
QDC in the first step).

3. Typically, data from half a month preceding and half
a month following the month in question are needed
to complete the QDC calculations, that is, to provide
a QDC for each day of the month. In extreme cases,
data from up to one month (29 days) preceding and fol-
lowing the month in question are needed.

4. A feature not directly explained in Janzhura and
Troshichev (2008) is the definition of the “solar sec-
tor correction” of the baseline. However, this fea-
ture was explained very detailed in the manuscript by
Oleg Troshichev: “Description2009Heather.doc” (pri-
vate communication). The corrected baseline for the H-
component is presented in Fig. 7 of the manuscript and
explained as “the 3 days-averaged median value of H-
component referred to the midpoint of 3-days interval.”
A similar procedure is applied to the D-component. At
the end of this section (Sect. 3.1.2) it is stated “After the
SS effect estimation, it is automatically excluded from
variations of geomagnetic field while the QDC deriv-
ing.” This formulation implies, that the SS effects are
excluded from the observed values, and that the cor-
rected magnetic variation values are used both for cal-
culations of coefficients and for calculation of PC index
values.

5. The procedure calculate on-line QDC values by extrap-
olation of the 30 days continuous sequence of QDCs
found after completion of above step 3 by the around
extra 15 days needed for the calculations. In addition,

the SS corrected baselines are also extrapolated on ba-
sis of the values from the preceding 3 days in order to
apply to the current day instead of the day in middle of
three consecutive days.

In summary, the method requires typically 2 months, in ex-
treme cases up to almost 3 months, of data (not 30 days) for
QDC calculations. The preliminary QDCs are automatically
turned into final QDCs at a latency of one to two months. In
addition to the published description, the method relies on
the calculation of the solar sector correction. For on-line cal-
culations the method (any QDC method) is quite vulnerable
to data gaps.

2.6 Derivation of the quiet reference level at DMI

The descriptions im McCreadie and Menvielle (2010) of
the QDC procedure used at DMI is incomplete and holds
incorrect statements. One statement is corrected in the
Corrigendum. Further questionable statements are listed
below:

C10. Statement in p. 1896: “DMI#4 2006 calculate the
quiet level in two steps. A baseline is determined (basic geo-
magnetic field intensities (Table 3.1 in Stauning et al., 2006).
How this is determined in unclear but at least one year of
data are required.”

1. The DMI qwnl baseline procedure was established by
O. Rasmussen and E. Friis-Christensen to derive the
field from “internal sources” and relies on examination
of quiet winter night recordings where the “external”
contributions to the magnetic field are at minimum.

2. The prediction of the qwnl baseline values one year
ahead is quite precise. Hence, there is no need for wait-
ing one year to calculate PC index values for this reason.

C11. It is stated in p. 1896: “. . . then weighted means
method is used to determine the daily variation which is
static over one month. A linear interpolation is used between
months.”

1. The QDCs are calculated for each day.

2. Quadratic interpolation is used to derive QDC values
with finer than one hour time resolution (e.g., 1-min
samples).

C12. “The method for obtaining the quiet level is stated in
Stauning et al. (2006) but is not clear. The weights used are
not explicitly given.”

The weights are given by the product of well-defined
power, exponential and cosine functions. The combined
weight function for solar rotation phase and proximity is
displayed graphically in the reference.

The QDC calculations at DMI are explained in the refer-
enced DMI report (Stauning et al., 2006, rev. 2, 2007). The
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method use X- and Y-component data from Thule with ab-
solute scaling, i.e., total field values. The method builds on
superposition of a selection of quiet segments to build a QDC
for any given day. The samples are weighted according to the
variability, as well as on their proximity and the relative solar
rotation phase compared to the day in question. The calcula-
tions are performed in the following steps:

1. In the initial step the Quiet Winter Night Level (qwnl)
baseline values (represent “internal field” levels) inter-
polated to the day in question are subtracted from the
recorded data.

2. Hourly average samples are defined and given weights
on basis of the actual variability in the magnetic field
vectors in order to give preference to the quietest seg-
ments of the recordings.

3. In the superposition of quiet recordings from different
days, further pre-tabulated weight functions are applied
to give preference to intervals close to the QDC day in
question (through an exponential function) and to inter-
vals where the same face of the sun is directed towards
the Earth (through a cosine squared function of half the
relative solar rotation angle). The solar rotation weight
factor takes into account the regular variations in the
solar UV radiation, the solar wind velocity and the IMF
sector structure.

4. For each hour of the QDC day, every corresponding
(same UT) hourly sample within an interval of 40 days
preceding and following the day in question is multi-
plied by a product of weight parameters relating to its
variability, proximity, and relative solar rotation phase.
The weighted samples are added and divided by the sum
of weights to provide an hourly QDC value for the se-
lected day.

5. The procedure is fully automatic and a quality param-
eter (the sum of weights) is provided for each hourly
QDC value to enable a warning for poorly defined QDC
values. It was applied to all Thule data recorded during
1975–2008 in a single program run to provide hourly
QDC values for each day of the epoch without any
misses.

6. Quadratic interpolations are used to provide QDC val-
ues with finer than one hour time resolution (e.g., 1-min
samples).

7. For possible on-line calculations of the QDC, the same
program is applied. The built-in check of data availabil-
ity ensures that only data from the preceding 40 days
are used. The differences between on-line calculations
and the final QDC calculations give deviations between
the on-line preliminary PCN index values and the final
index values of around 0.1 (RMS) to 0.3 (peak) units.

The on-line QDC procedure is vulnerable to major data
gaps.

It might be noted that the automatic handling of the QDC
variations related to the solar rotation (e.g., solar UV irradi-
ance and solar wind sector structures) is the most significant
difference between the above Stauning et al. (2006) QDC
procedure and the Janzhura and Troshichev (2008) procedure
that uses a separate solar wind sector (SS) correction of the
primary data.

2.7 PC index sampling less frequent than data sampling

This section concerns the derivation of PC index values for
time intervals longer than the data sampling intervals as
expressed in Eq. (8), p. 1892, that defines theFk value.

C13. Statement in p. 1894: “Also note there is confu-
sion surrounding the exact coordinate axes presented here
and that noted in Troshichev et al. (1979):”

1. It is not clear why the expressions presented in
Troshichev et al. (1979) shall again be discussed in con-
text of the Sect. 2.2.1:Definition of the current PC in-
dex.

2. It is inappropriate to talk about “confusion” since the
definitions of the signs and directions of the terms in-
cluded in the description of the magnetic variations in
Troshichev et al. (1979) are perfectly clear.

C14. The defining expression forFk in Eq. (8), p. 1892,
and the subscript as well as the subscript ranges are incorrect.
The corrected version of Eq. (8) found in the Corrigendum is
also incorrect.

With Eq. (8), apart from the confusion in indices and sum-
mation ranges, the basic problem resides with the concept
of the quantitiesδMi andδNi . The formula appears to be
inherited (cf. comment C17) from part of the definition of
the PC(Bz) index in Troshichev et al. (1979). However,
there the corresponding quantities are defined (in Eq. 3) as
the differential component variations from one data inter-
val to the next. For the present case, the equivalent quan-
tities should have been defined like:δMi = Mi −Mi−1 and
δNi = Ni −Ni−1.

However, the termsδMi andδNi are actually defined here
in Eq. (9) to be components of the (presumably much larger)
total disturbance vector. Thus, with 1-min magnetic data, the
quantityFk and subsequently the PC index in 15-min ver-
sions of Eqs. (7), (8) and (9) would be much larger than the
proper value.

If a formula like Eq. (8) is to be used with the definitions of
terms in Eqs. (7) and (9), p. 1892, then the expression should
read:

Fk = (1/n)

k·n∑
i=(k−1)·n

(δMi sinγi ∓δNi cosγi) (8*)
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where subscripti designates the data sample identifier,k the
PC index sample identifier, whilen is the number of data
samples used in the summation for each PC index sample. It
might be noted, that all current PC index versions use 1-min
magnetic data to derive 1-min PC index values.

3 Further comments

In addition to the points listed above there are some state-
ments presented in the review (McCreadie and Menvielle,
2010), which we want to comment. These statements shall
be addressed in order of appearance. The comments are
numbered in continuation of the preceding section and there
are references to the related pages in the article.

C15. Statement in p. 1887:The next major contribution
to the index derivation came from Papitashvili et al. (2001)
who, after fixing a programming error in the PCN index
showed a recognisable daily variation which is comparable
to the seasonal variation and a solar cycle variation within
the index.

Comment: The recognisable daily variation was present
in the index values before (not “after”) the programming er-
ror was fixed. The problem was actually detected by Kalevi
Mursula (University of Oulu), who communicated an un-
usual daily variation in the PCN index to V. Papitashvili then
working at DMI. Papitashvili found the error in the program-
ming code used to derive the angle and coefficients for cal-
culation of PC index values from magnetic variations. Ac-
cording to Papitashvili (2001) the error “forced only a single
value of each parameter (that is, the optimal direction angle,
slope and intercept) to be taken for calculations of the index
through the entire UT day.

In consequence, among other, of the error in the PCN
index series DMI#1 (issued from 1991 to 2000) the dis-
agreement between DMI index values (DMI#11991) and
PCN (and PCS) values calculated at AARI (AARI#21991)
became quite substantial at this time (cf. Lukianova et al.,
2002) resulting in poor conditions for the unification of
index procedures.

C16. Table 1, pp. 1888–1889 and statements in Sect. 2.1.
in p. 1890:

The two upper rows in Table 1 are presented as two for-
mer “PC index” types. However, they are both principally
different from present PC indices. The present authors fail to
clearly state the meaning of the indices and mix the PC(PZ)

and MAGPC indices. Here, a brief clarification follows:

1. In the source article for the “PCL“ index (Kuznetsov and
Troshichev, 1977) it is clearly stated (in p. 19) that: “We
propose a new index PCL characterizing the change-
ability of the geomagnetic field”. Thus, the PCL index
is a “variability” index (like the K indices) not at all

equivalent to the present PC “level” index (like the Dst
or AE indices).

2. The “MAGPC 1979 index listed in the second row of
the table appears to be the “PC(BZ)” index defined in
Troshichev et al. (1979). Here it is stated (p. 219) that
PC(BZ) = F6(BZ)F ′

6(BZ) i.e., the product of the vari-
ation level and the variability in the dawn-dusk compo-
nent of the magnetic field. The physical meaning of the
term F6(BZ) is close to the present PC index except
for the scaling with respect to the merging electric field,
Em, while the termF ′

6(BZ) is of the same character as
the PCL index (a variability index).

3. In the source for the “MAGPC” index (Troshichev and
Andrezen, 1985) it is stated (p. 415) that the MAGPC
index is the magnitude (in nT) of the 15-min samples
of the magnetic variation in the direction of the 03:00–
15:00 MLT meridian.

4. The reference to the MAGPC index should have been
MAGPC 1985 (not 1979). The defining expression in
the second last column of Table 1 (and Eq. 3) applies to
the PC(BZ) index and is, furthermore, in error for this
index.

C17. Statement in p. 1890:“Also the magnetic elements
chosen were not the same as the Troshichev team (see Ta-
ble 1).”

The magnetic elements used by Vennerstrøm (1991,
p. 7); Vennerstrøm et al. (1991); Papitashvili et al. (2001,
p. 6) and by the Troshichev team (in AARI#1, AARI#2,
and AARI#3) were quite the same, namely the horizontal
variation components in the magnetic north and magnetic
east directions.

C18. Statement in p. 1892: “The normalisation coeffi-
cientsα and β, and the angleφ are defined in a table for
each UT hour and calendar month. To obtain the values for
times between defined elements a linear relation is assumed.”

1. Troshichev’s team defines the coefficients and the angle
in tables for every minute of the year; interpolation is
not needed

2. Stauning et al. (2006) uses a table for each UT hour
and calendar month but use quadratic interpolation for
values calculated at times between defined elements.

C19. Statement in p. 1894: “The value of DE does not
change with time in the calculations so magnetic secular
variation is not considered.”

Actually, the value ofDE for Thule does change signifi-
cantly (by around 1◦/year) over the years considered in the
calculations of the PC index. In an in-depth review this prob-
lem should be mentioned.

From the Vennerstrøm (1991) calculations of coefficients
based on data from 1977 to 1980 and to present time the
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declination for Thule has changed from 284.3◦ (1978) to
306.5◦ (2010), i.e., by more than 22 degrees, which is
equivalent to 1.5 h UT change in the entry to the tables of
projection angle from 1991 used in the DMI#1, DMI#2,
DMI#3, and still now in the DTU PC index procedures.
The DMI#4 procedure does not use the declination value in
the expression for the projection angle and thus avoids the
problem.

C20. Statement in p. 1896: “Now that the angleφ has
been found the coefficientsα and ß are then calculated using
orthogonal correlation analysis (see Eq. 6 and Table 1).”

In the DMI#4 2006 procedure, the angleφ is found
by correlation analysis while the coefficientsα and ß are
calculated using 1-D least squares regression analysis.

C21. Statement in p. 1896: “Papitashvili et al. (2001)
were unable to locate the coefficients used by Vennerstrom
(1991) and, therefore, recomputed these coefficients follow-
ing Vennerstrom’s method and used them for DMI#2 2001.”

The coefficient set derived and used by Vennerstrøm
(1991) has been available all the time (the original data and
calculations are gone). The DMI#22001 published (now
by DTU Space) PC index values use the original coefficients.

C22. Statement in p. 1897: “The normalisation coeffi-
cients are a scaling factor to make the location where the
PC index is derived independent within the polar cap”

The daily and seasonally varying normalisation coeffi-
cients help to make the PC index values independent of
location within the northern and southern central polar
caps as well as making them refer to solar wind conditions
independent of UT time-of-day and season of the year.

C23. Statement in pp. 1897–1898: “Thus a major dif-
ference between DMI#2 2001 and the comparative AARI#2
1991 are the quiet level determination. The DMI index takes
the quiet night time field only whereas the AARI index has a
daily magnetic variation included in it.”

1. The DMI#2 2001 PCN index (as well as the
DMI#1 1991 and DMI#32001 PCN indices) uses the
quiet winter night levels (qwnl) interpolated through the
days of the year as the reference level from which the
magnetic variations are counted.

2. The epoch-average daily magnetic variations (projected
QDC) are implied in the DMI#22001 intercept coef-
ficients. Hence for average solar activity levels there
should not be any major difference between the two sets
of index values (the large actual differences have other
causes; cf. Sect. 2.4 and comment C15).

4 Conclusions

The topics for the article in question (McCreadie and Men-
vielle, 2010) and its corrigendum (McCreadie and Menvielle,
2011) comprise important issues in the development of an ap-
proved polar cap PC index. The discussion presented in these
papers and in the present article, hopefully, clarifies several
aspects in the procedures used for the PC index derivation. It
is clear, however, that the best approach to inform the future
generation about the pros and cons of the PC index would be
writing a new independent article about this topic.
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