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Abstract. This paper describes a new signal processing
scheme for the 46.5 MHz Doppler Beam Swinging wind-
profiling radar at Aberystwyth, in the UK. Although the
techniques used are similar to those already described in
literature – i.e. the identification of multiple signal com-
ponents within each spectrum and the use of radial- and
time-continuity algorithms for quality-control purposes – it is
shown that they must be adapted for the specific meteorolog-
ical environment above Aberystwyth. In particular they need
to take into account the three primary causes of unwanted
signals: ground clutter, interference, and Rayleigh scatter
from hydrometeors under stratiform precipitation conditions.
Attention is also paid to the fact that short-period gravity-
wave activity can lead to an invalidation of the fundamental
assumption of the wind field remaining stationary over the
temporal and spatial scales encompassed by a cycle of obser-
vation. Methods of identifying and accounting for such con-
ditions are described. The random measurement error associ-
ated with horizontal wind components is estimated to be 3.0–
4.0 m s−1 for single cycle data. This reduces to 2.0–3.0 m s−1

for data averaged over 30 min. The random measurement er-
ror associated with vertical wind components is estimated to
be 0.2–0.3 m s−1. This cannot be reduced by time-averaging
as significant natural variability is expected over intervals of
just a few minutes under conditions of short-period gravity-
wave activity.
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1 Introduction

Atmospheric radars which operate at frequencies of around
50 MHz, i.e. at lower-Very-High-Frequency (VHF), are pri-
marily sensitive to backscatter from metre-scale refractive in-
dex irregularities (Woodman and Guillen, 1974). The latter
are advected with the three-dimensional wind. Consequently
the radial component of the wind velocity,vR(θ, φ) (m s−1):

vR(θ, φ) = u sinθ sinφ + v sinθ cosφ + w cosθ (1)

i.e. that along the beam-pointing direction – whereθ (◦) is
the (off-) zenith angle andφ (◦) is the azimuth angle, and
u, v andw (m s−1) are the eastward, northward and upward
components of the wind, respectively – can be determined
from the Doppler shift of the so-called clear-air radar return
signal. Radar returns are typically sampled over the altitude
range 2–20 km at intervals of a few hundred metres. Profiles
of the three-dimensional wind vector can be derived using
the Doppler Beam Swinging (DBS) technique. Observations
are made sequentially in a minimum of three non-coplanar
beam-pointing directions. A common implementation is the
three-beam format. Observations are made in the vertical di-
rection and at two off-vertical directions with the same small
zenith angle (which is typically around 10◦) but with azimuth
angles which are separated by 90◦. The vertical beam ob-
servation provides a profile of the upward wind component.
This can be combined with the profile of the radial compo-
nent for each off-vertical beam observation to provide a com-
ponent of the horizontal wind along the azimuth of the off-
vertical beam, i.e.vH (φ)=u sinφ+v cosφ (m s−1):

vH (φ) =
vR(θ, φ) − w cosθ

sinθ
(2)

The five-beam format provides redundancy for the hori-
zontal wind estimates by making additional observations in
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the complementary off-vertical directions, i.e. those sepa-
rated by 180◦ in azimuth from each of the first pair. Two
complementary-beam observation volumes are separated by
a horizontal distance of 2r sinθ (m), wherer (m) is the range
from the radar. This is the order of a few km at a range of
10 km. Each observation in a different beam-pointing direc-
tion, known as a dwell, requires measurements to be accumu-
lated over the order of a few tens of seconds. A typical cycle
of observation therefore lasts a few minutes. A central as-
sumption of the DBS technique is that the three-dimensional
wind-field remains stationary over the spatial scales separat-
ing the different radar observation volumes and over the tem-
poral scale of a cycle. Although this is largely true, this paper
will focus on those conditions under which the assumption is
invalid.

The DBS technique can also be applied to radars operat-
ing at frequencies of around 400 and 1000 MHz. One of the
principal differences is that such radars are additionally sen-
sitive to Rayleigh scatter from hydrometeors (e.g.Larsen and
Röttger, 1987; Ralph, 1995). Under conditions of precipita-
tion, the vertical beam observations tend to give a measure
of the fall speed of the hydrometeors and not of the vertical
wind. Nevertheless, the hydrometeors can still be assumed to
act as a reasonable tracer for the horizontal wind (e.g.Wuertz
et al., 1988).

Advances in quality-control techniques over the past three
decades have led to the accuracy of radar-derived horizontal
winds (e.g.Larsen, 1983; Weber and Wuertz, 1990; Thomas
et al., 1997; Luce et al., 2001; Dibbern et al., 2003a) be-
coming comparable to that of radiosonde measurements (e.g.
Kitchen, 1989; Nash, 1994). Moreover wind-profiling radars
are typically operated on a continuous basis and can provide
wind-profile data at intervals as short as just a few minutes.
By contrast, radiosondes cannot be launched during condi-
tions of strong surface winds (when measurements are most
needed) and they are rarely launched at intervals of less than
6 h (intervals of 12 h are more common in the UK). Conse-
quently there has been considerable interest in making oper-
ational use of the radar data by national weather services. In
the US this has led to the development of a demonstration
network of over thirty profilers by the National Oceanic and
Atmospheric Administration (e.gStrauch et al., 1984; Barth
et al., 1994). A similarly-sized operational network exists
in Japan (e.g.Ishihara et al., 2006). The spread of wind-
profilers in Europe was initially less concerted, with the level
of interest varying from country to country. Nevertheless a
de facto network has grown out of the COST-74 (Lafaysse,
1994) and COST-76 (Dibbern et al., 2003b) projects; COST
is the abbreviation for “European co-operation in the field of
scientific and technical research”. As part of COST76, 25
wind-profilers from 10 countries participated in the network
(Nash and Ruffieux, 2003).

One of the radars which has contributed to this European
network is the UK’s 46.5 MHz Mesosphere-Stratosphere-
Troposphere (MST) radar at Aberystwyth (Slater et al., 1992;

Vaughan, 2002). It was designed for research purposes and
began operations in 1990 using a variety of observation for-
mats. Since each of these was based around a three- or
five-beam sequence, using a zenith angle of 6.0◦ for the off-
vertical observations, wind-profile data were available irre-
spective of the precise format being used. Although the radar
was initially operated for only a few days at a time, since Oc-
tober 1997 it has been observing on a quasi-continuous basis
using variations on the five-beam format.

The (UK) Met Office began to evaluate the potential of the
Aberystwyth wind-profile data for assimilation into a numer-
ical weather prediction model at an early stage (Nash, 1994).
This led to gradual improvements being made to a version-
0 (v0) signal processing scheme over the period 1990–2000.
Although this scheme was robust and gave data of a suffi-
ciently high quality for the Met Office to assimilate them
operationally, it was limited by its fundamental simplicity.
Many aspects had remained unchanged since 1990, when
relatively-limited computer power was a key consideration
in design of the algorithms. Consequently, in order to fur-
ther increase data quality, it was necessary to go back to first
principles and to develop an entirely new signal processing
scheme. This went through two off-line incarnations (ver-
sions 1 and 2) before a version-3 (v3) scheme began oper-
ating in parallel with the v0 scheme in January 2006. This
allowed the Met Office to evaluate the quality of both data
streams, for a period of 12 months, by calculating monthly
comparison statistics against model wind fields. For the first
seven months, only data from v0 scheme were actually as-
similated. The v3 data were assigned a test status. However,
the consistently superior performance of the v3 scheme over
this early period (Hooper et al., 2007) persuaded the Met Of-
fice to switch over to data from the v3 scheme for operational
assimilation in August 2006.

The purpose of this paper is to validate the v3 signal pro-
cessing scheme. Since small improvements were made to it
in June 2006, the primary validation period is taken as 1 July
2006–31 January 2007. Section2 gives a brief description
of the MST radar at Aberystwyth and describes the nature
of both the desired clear-air and the unwanted radar return
signals. Sections3 and4 give overviews of how the v0 and
v3 schemes, respectively, have been designed to avoid con-
tamination from the unwanted signal components. Section5
focuses on how the v3 scheme exploits the complementary-
beam information in order to maximise both data coverage
and horizontal wind component accuracy. Section6 exam-
ines the accuracy of the v3 wind-profile data by three sepa-
rate methods. Finally, Sect.7 discusses the implications of
this work for optimising DBS observation formats for both
operational and research purposes.
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2 The MST radar at Aberystwyth

The Aberystwyth MST radar operates at 46.5 MHz. The an-
tenna consists of a 20 by 20 array of four-element Yagi aeri-
als at 0.85 wavelength spacing, i.e. giving it side lengths of
104.1 m. It is located at 50 m above mean sea level. The
beam has a one-way half-power half-width of 1.5◦. The radar
has a peak transmitter power of 160 kW and a maximum duty
cycle of 2.5%. For each dwell during the primary validation
period, the following observation parameters were used: an
8µs transmitter pulse with a 2µs complementary code baud
length (i.e. giving a range resolution of 300 m), a 320µs
inter-pulse period, sampling of the receiver signal at 1µs
intervals (i.e. at 150 m, irrespective of the range resolution
used) between ranges of 1.65 and 20.85 km from the radar,
512 point coherent integration, a Rectangular data weighting
window (this was the only option available with the data ac-
quisition system used at the time of the test), and a Discrete
Fourier Transform (DFT) length of 128 points. This gives
radar return Doppler power spectra with a Nyquist velocity
of 9.84 m s−1 and a resolution of 0.15 m s−1. In this paper,
a positive value of Doppler velocity will imply motion away
from the radar. The acquisition duration for each dwell is
approximately 21 s. There is an approximately 2 s delay be-
tween the end of one dwell and the beginning of the next to
allow for beam steering. The power spectral density (PSD)
of the zero-Doppler-velocity velocity bin is replaced with a
value linearly interpolated between those to either side. This
is to remove contamination from dc biases in the in-phase
and quadrature receiver samples (e.g.Hooper, 1999).

Off-vertical beam-pointing directions are referred to by
their nominal azimuths (which are−17.5◦ with respect to
the actual values so that NE refers to an azimuth of 27.5◦)
and by their zenith angles. During the primary validation
period, observations were cycled through the following en-
hanced five-beam sequence: NE6.0, Vertical, SW6.0, Verti-
cal, SE6.0, Vertical, NW6.0, Vertical, W4.2, Vertical, Meso-
spheric, Vertical. A single vertically-pointing mesospheric
observation is included towards the end of the cycle (Hooper
and Astin, 2007). This will not be considered any further in
this paper. The ratio of the radar return signal powers ob-
served at 4.2◦ and 6.0◦ off-vertical is used to compensate the
magnitude of the horizontal wind components for the effects
of aspect sensitivity (Thomas et al., 1997). This is applied by
both the v0 and v3 schemes. Vertical beam observations are
made every other dwell so that profiles of the vertical wind
are available at regular intervals of approximately 47 s. This
feature was introduced in order to study the rapidly-varying
vertical velocities associated with convection (Hooper et al.,
2005). Nevertheless, as will be discussed in Sect.7, this is
a desirable feature of a regular wind-profiling scheme. At-
tention is drawn to the fact that each pair of complementary-
beam observations are grouped together, separated by a ver-
tical beam observation, within a period of 1 min 11 s. A full
cycle of observations takes 4 min 43 s.
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Fig. 1. Probability distribution of tropopause altitudes, in 150 m bins, derived from the radar return signal

power of the first vertical beam observation of each observation cycle during the primary validation period.
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Fig. 2. Radar return Doppler spectra (left panel) and v3 signal component limits (right panel) for SE6.0 beam

observations made at 07:06:56 UT on 18th January 2007. The spectra are contaminated by ground clutter.

Signal limits are shown for the primary (blue lines) and secondary (orange lines) signal components by peak

smoothed PSD. The red dots show the radial velocities of the signal components accepted for the clear-air

profile by the radial-continuity algorithm.

28

Fig. 1. Probability distribution of tropopause altitudes, in 150 m
bins, derived from the radar return signal power of the first verti-
cal beam observation of each observation cycle during the primary
validation period.

Figure 1 shows the probability distribution of tropopause
altitudes, derived from the radar return signal power using
the objective method ofHooper and Arvelius(2000), for the
primary validation period. This indicates that the tropopause
lies predominantly between altitudes of 8.0 and 12.5 km. The
clear-air radar return signal power generally decreases with
increasing altitude throughout the troposphere, increases at
the tropopause, and then continues to decrease with increas-
ing altitude thereafter. When the tropopause altitude lies
above 10 km, it is generally not possible to detect clear-air
radar return signals in the uppermost troposphere for obser-
vations made at 6.0◦ off-vertical. The extent of such a gap
in useful altitude coverage also depends on the water vapour
field in the uppermost troposphere (e.g.Hooper et al., 2004).
The maximum useful altitude at which clear-air returns can
be detected in the lower stratosphere is primarily determined
by the profile of vertical temperature gradient. It is typically
between 15 and 20 km for observations made at 6.0◦ off-
vertical. This altitude can vary by several km over time scales
of just a few hours. For vertical beam observations, clear-air
radar returns are typically detectable over the entire altitude
range.

Horizontal wind speeds above Aberystwyth tend to be sev-
eral tens of m s−1 – see Fig. 10. They can drop close to zero
over a broad altitude range under high pressure conditions.
Alternatively they can rise to 90 m s−1 within a jet stream
in the uppermost troposphere. For most of the time, verti-
cal wind magnitudes are of the order of 0.1 m s−1. How-
ever, mountain wave activity is common at Aberystwyth (e.g.
Röttger, 2000) and gives rise to magnitudes of up to a few
m s−1. From Eq. (1) it can be seen that the relative contri-
butions of the horizontal and vertical wind components to
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Fig. 1. Probability distribution of tropopause altitudes, in 150 m bins, derived from the radar return signal

power of the first vertical beam observation of each observation cycle during the primary validation period.
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Fig. 2. Radar return Doppler spectra (left panel) and v3 signal component limits (right panel) for SE6.0 beam

observations made at 07:06:56 UT on 18th January 2007. The spectra are contaminated by ground clutter.

Signal limits are shown for the primary (blue lines) and secondary (orange lines) signal components by peak

smoothed PSD. The red dots show the radial velocities of the signal components accepted for the clear-air

profile by the radial-continuity algorithm.

28

Fig. 2. Radar return Doppler spectra (left panel) and v3 signal component limits (right panel) for SE6.0 beam observations made at
07:06:56 UT on 18 January 2007. The spectra are contaminated by ground clutter. Doppler velocity extents are shown for the primary
(blue lines) and secondary (orange lines) signal components by peak smoothed PSD. The red dots show the radial velocities of the signal
components accepted for the clear-air profile by the radial-continuity algorithm.

radial velocity are weighted by sinθ and cosθ , respectively.
This is approximately 1:10 for observations made at 6.0◦ off-
vertical. Consequently under conditions of mountain wave
activity, the horizontal and vertical wind components will
contribute comparable magnitudes to the off-vertical beam
radial velocities. The design of a signal processing scheme
needs to take into account the nature not only of the desired
clear-air radar returns but of the three principal sources of un-
wanted signal components: ground clutter, interference, and
Rayleigh scatter from hydrometeors under stratiform condi-
tions.

The clear-air radar return signal components in the SE6.0
beam spectra shown in the left-hand panel of Fig. 2 are those
with peak PSDs in the Doppler velocity range +3 to +7 m s−1.
The unwanted signal components, which are centred around
a Doppler velocity of zero, are attributed to ground clutter
(e.g. Cornman et al., 1998). This form of contamination
at Aberystwyth is only seen in observations made by off-
vertical beams and is associated exclusively with strong low-
level winds. Consequently the unwanted signal components
tend to persist for anywhere between several hours and sev-
eral days at a time. During an exceptional period between
the beginning of January and the end of March 2005, ground
clutter was seen for more than 50% of the time. The surface
wind speed, recorded from a 10 m tower located 3 km to the
west of the radar site, was in excess of 10 m s−1 at the time
of the observations shown in Fig. 2. It is emphasised that
this problem is distinct from the dc bias described in Sect.2
in that it is spread across several velocity bins. Ground clut-
ter observed by other radars can extend across a wide range
of altitudes. However, at Aberystwyth it is confined to spe-
cific range gates, notably those just below 2 km, those around

3 km, those around 7 km, and sometimes those around 10 km.
Occasionally, as in this example, the lower two range gate
bands merge into a single broader band. These ground clutter
signal components tend to be stronger, in terms of peak PSD,
than the clear-air signal components at most of the range
gates where they are seen.

The interference signal components are those seen be-
tween Doppler velocity limits of−8.5 and−6.5 m s−1 in
the left-hand panel of Fig. 3 (cf.Morse et al., 2002). The
Doppler velocity limits and the signal powers change very
little from one range gate to the next. The peak PSDs tend
to exceed those of the clear-air signal components only at
the higher range gates. Each episode of interference tends
to last between tens of minutes and several hours. During
this time, the Doppler velocity limits remain relatively sta-
tionary for each of the beam-pointing directions affected. In-
terference can affect any beam-pointing direction, although
it tends to be confined to only one or two of them during
any one episode. The Doppler velocity limits of the interfer-
ence signal components vary from one episode to the next.
The Aberystwyth MST radar has always suffered from spo-
radic episodes of interference. It is suspected that these are
primarily caused by overheating in the receiver equipment.
It became a particularly common and severe problem be-
tween April and October 2006, apparently as a result of sev-
eral pieces of previously free-standing equipment being in-
stalled into a single rack. The installation, in early 2007, of a
continuously-operated air-conditioning unit has reduced the
frequency of the problem to pre-2006 levels.

For observations made at frequencies around 400 and
1000 MHz, the radar return signal power caused by Rayleigh
scatter from hydrometeors is expected to exceed that from
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Fig. 3. As for Fig. 2 but for SE6.0 beam observations made at 22:54:30 UT on 25th September 2006 when

interference occurred.
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Fig. 4. As for Fig. 2 but for vertical beam observations made at 08:42: UT on 26th October 2006 when

hydrometeor returns were observed during a stratiform precipitation event. The altitude of the 0◦C isotherm is

determined from a radiosonde launched at 11:00 UT on the same day from Camborne, which is located 270 km

to the south of MST radar site. The two sites are more often than not located within the same air mass and so

the Camborne measurements of temperature and of pressure (and, to a much lesser extent, of relative humidity)

tend to be broadly representative of the atmosphere above the MST radar.

29

Fig. 3. As for Fig. 2 but for SE6.0 beam observations made at 22:54:30 UT on 25 September 2006 when interference occurred.

clear-air echoes. This is true even under conditions of very
light precipitation (e.g.Ralph, 1995; Williams et al., 1995).
Such signals are not considered a form of contamination at
these frequencies. Indeed, the presence of hydrometeors can
significantly increase the altitude coverage of wind-profilers
operating at frequencies of around 1000 MHz. The strength
of Rayleigh scatter is dependent on the minus fourth power
of the radar wavelength. Consequently it is only expected to
exceed that of clear-air echoes, for observations made at fre-
quencies of around 50 MHz, if the precipitation rate exceeds
5 mm h−1 (e.g.Fukao et al., 1985; Larsen and R̈ottger, 1987;
Lucas et al., 2004). This is consistent with convective rather
than stratiform conditions. Nevertheless, even under strat-
iform precipitation conditions, i.e. rain rates of the around
1 mm h−1, lower-VHF radar observations have been able to
detect weak Rayleigh scatter signals at tropical locations (e.g.
May and Rajopadhyaya, 1996; Narayana Rao et al., 1999).

Owing to the fact that the fall speeds of snow flakes and
the vertical winds are both small under stratiform precipi-
tation conditions, the signal components can be difficult to
distinguish at altitudes above the 0◦C isotherm. However,
below this the snow flakes melt and the resulting rain drops
accelerate rapidly downwards. This gives rise to a Doppler
velocity separation between the peaks of the two signal com-
ponents. The signal power of the hydrometeor returns is typ-
ically smaller than that of clear-air returns except, perhaps,
within a narrow bright-band region around the 0◦C isotherm
(e.g.Narayana Rao et al., 1999). This is caused by the par-
tial melting of ice-crystals, which results in them becoming
coated with water and hence increases their reflectivity.

As can be seen from the vertical beam spectra in the
left-hand panel of Fig. 4, similar patterns can be seen at
Aberystwyth under stratiform precipitation conditions. The
level of the 0◦C isotherm has been determined from a ra-
diosonde launched at Camborne, which is 270 km to the

south of Aberystwyth. The Rayleigh scatter signal compo-
nents are those characterised by the most negative Doppler
velocities at altitudes below this. Fall speeds of up to a few
m s−1 are common at the lowest range gates observed by the
radar. Similar patterns are seen by all beam-pointing direc-
tions. The tipping bucket range gauge at the radar site, which
records a tip for each 0.2 mm accumulation of rain, indicated
a 10 min mean rain rate of 1.2 mm h−1 (i.e. the minimum
detectable) during this period. The surprise here (Hooper
and McDonald, 2007) is that the strength of the Rayleigh
scatter signals, for such a low rain rate, can exceed that of
the clear-air signals at altitudes significantly below the 0◦C
isotherm (cf.Larsen and R̈ottger, 1987; Ralph, 1995; Lucas
et al., 2004). This can be explained by the fact that the clear-
air radar return power is significantly reduced below that ex-
pected from standard models under conditions of precipita-
tion (e.g.Vaughan and Worthington, 2000).

Stratiform precipitation is the most common type falling
over the British Isles. Each episode tends to last for several
hours at a time. An analysis of all twice-daily Camborne ra-
diosonde temperature profiles between 2003 and 2006 (not
shown) indicates that the altitude of the 0◦C isotherm is al-
ways below 5 km. In 73% of cases it is above 1.7 km, the
altitude of the lowest range gate observed by the Aberyst-
wyth MST radar. Consequently this form of contamination
is observed often enough to require special attention.

Deep convection is seen sporadically at Aberystwyth in
episodes which tend to last for the order of half an hour (e.g.
Hooper et al., 2005). The associated rain rates are greater
than 5 mm h−1 and the hydrometeor fall speeds can reach al-
most 10 m s−1 at the lowest observable altitudes. The hy-
drometeor returns dominate the clear-air returns under such
conditions. However, as will be seen later, it is the nature of
the clear-air radar returns which pose a more serious problem
for wind-profiling. Updrafts and downdrafts can be as large
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Fig. 3. As for Fig. 2 but for SE6.0 beam observations made at 22:54:30 UT on 25th September 2006 when

interference occurred.
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Fig. 4. As for Fig. 2 but for vertical beam observations made at 08:42: UT on 26th October 2006 when

hydrometeor returns were observed during a stratiform precipitation event. The altitude of the 0◦C isotherm is

determined from a radiosonde launched at 11:00 UT on the same day from Camborne, which is located 270 km

to the south of MST radar site. The two sites are more often than not located within the same air mass and so

the Camborne measurements of temperature and of pressure (and, to a much lesser extent, of relative humidity)

tend to be broadly representative of the atmosphere above the MST radar.
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Fig. 4. As for Fig. 2 but for vertical beam observations made at 08:42:17 UT on 25 October 2006 when hydrometeor returns were observed
during a stratiform precipitation event. The altitude of the 0◦C isotherm is determined from a radiosonde launched at 11:00 UT on the same
day from Camborne, which is located 270 km to the south of MST radar site. The two sites are more often than not located within the same
air mass and so the Camborne measurements of temperature and of pressure (and, to a much lesser extent, of relative humidity) tend to be
broadly representative of the atmosphere above the MST radar.

as 10 m s−1 and can change by more than 1 m s−1 in under a
minute.

3 An overview of the v0 scheme

The simplest way to identify a signal component is to as-
sume that it is responsible for the peak PSD within a spec-
trum. Its Doppler velocity limits can be established to either
side of the peak location where a smoothed PSD envelope
first drops below the noise PSD. The latter can be evaluated
using an objective algorithm such as that ofHildebrand and
Sekhon(1974). The spectra may first be extended, by self-
mirroring about the Nyquist velocity at either end (e.g.Barth
et al., 1994). This allows the appropriate signal limits to be
determined even where partial velocity aliasing occurs. The
three lowest-order moments – from which the signal power,
radial velocity and spectral width are calculated (Woodman
and Guillen, 1974) – are then evaluated within these signal
limits. If no clear-air signal component is detectable, this
technique will identify a random section of the spectrum,
where a small noise fluctuation is most prominent above the
mean noise PSD.

The simplest form of quality-control is to accept all signal
components whose signal-to-noise ratio (or power or peak
PSD) exceeds a given threshold. However, this is prone to
accepting unwanted signal components, such as those seen in
the previous section, where they are stronger than any clear-
air radar returns present. A more effective quality-control
scheme relies on the fact that there is a high degree of cor-
relation between wind vectors which are closely separated in
time or in altitude (e.g.Weber et al., 1993). For a given dwell,

a radial-continuity algorithm can be applied to test how well
the radial velocity is matched for signal components at adja-
cent range gates. For a given range gate (and beam-pointing
direction), a time-continuity algorithm can be applied to test
how well the radial velocity is matched for signal compo-
nents at adjacent cycles. Although such a scheme can be
effective at removing unwanted signal components, this can
lead to persistent data gaps if the source of these compo-
nents is long-lived. This is unlikely to be a problem for an
operational system. However, it is less desirable where the
data are being used for research purposes. A more advanced
scheme requires the identification of multiple signal com-
ponents within each spectrum (e.g.Clothiaux et al., 1994;
Griesser and Richner, 1998). This allows a second choice
of signal component if the strongest one fails the radial- or
time-continuity tests.

Figure 5 shows a simplified block diagram of the v0 signal
processing scheme. It can be seen that the level of complex-
ity lies somewhere between the simplest and most advanced
scenarios described above. Although only a single signal
component is identified within each spectrum, this is not nec-
essarily the strongest one. After selecting the strongest signal
component at the lowest range gate, a radial-continuity al-
gorithm restricts the Doppler velocity limits within which a
peak PSD location may be identified at the next highest range
gate. This search pattern is repeated at all subsequent range
gates upwards through the profile. Although it is highly ef-
fective at avoiding unwanted signal components which are
clearly distinct from the clear-air components – such as the
clutter components seen at altitudes of around 7 km in the
left panel of Fig. 2 and the interference components seen at
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all altitudes in Fig. 3 – the v0 scheme is not able to resolve
partially-overlapping unwanted and clear-air signal compo-
nents – such as those seen at altitudes below 3.0 km in Fig. 2
and those seen at altitudes below 3.5 km in Fig. 4. In these
cases, the PSDs between the peaks of the two signal compo-
nents do not drop to below the noise PSD. Consequently they
are identified as belonging to a single, broad signal compo-
nent (cf.Wilczak et al., 1995).

Although it is not common for clear-air and ground clutter
signal components to overlap in the way seen below 3 km in
Fig. 2, it is always the case for clear-air and Rayleigh scatter
signals under stratiform conditions. The radial velocities de-
rived by the v0 scheme for altitudes below 3.5 km in Fig. 4
correspond, approximately, to the locations of the minima
between the two peaks. They become increasingly negative
with decreasing altitude, reaching approximately−1 m s−1

at the lowest range gates. Owing to the fact that these com-
bined signal components show both radial and time conti-
nuity, they are not rejected by the quality-control procedures.
This form of contamination leads to errors in both the vertical
and horizontal wind components in episodes which typically
last several hours.

The v0 scheme makes use of a time-continuity algorithm,
which was designed specifically to avoid contamination from
aircraft echoes. Aircraft are typically seen through the side-
lobes of the radar beam and so their horizontal motion trans-
lates into rapid changes in range as a function of time. Con-
sequently they are not expected to be seen at the same range
gates by the same beam-pointing direction from one cycle to
the next, i.e. with a time separation of a few minutes. The
v0 scheme rejects any spectra whose total power is signif-
icantly different to that of their nearest neighbours in time.
Although this is effective, the signal components which pass
the time-continuity test are subsequently time-averaged in an
unconventional, and a not entirely desirable, way.

Time-averaging of spectra, known as incoherent integra-
tion, is typically performed on data acquired for contiguous
time slots. The v0 scheme applies it by averaging spectra (for

the same beam-pointing direction and the same range gate)
which are each separated from the next by a whole cycle, i.e.
by a few minutes. Both the time-continuity algorithm and the
time-averaging of spectra are carried out over 3 cycles of ob-
servation, which corresponds to just over 14 min. The radial
velocities are derived for signal components identified within
these incoherently-integrated spectra before being combined
with those for the other beam-pointing directions in order
to give the three dimensional wind vector. This is some-
what similar to deriving the radial velocities for signal com-
ponents identified within unaveraged spectra, then averaging
the radial velocities separately for each each pointing direc-
tion, and then combining these with those for the other beam
pointing directions (e.g.Weber et al., 1992). Both methods
are acceptable when the vertical wind shows negligible varia-
tions over the averaging period. However, this is not the case
under conditions of short-period gravity wave activity, which
is principally generated by convection (e.g.Hauf, 1993) or by
flow over orography (e.g.Röttger, 2000).

The atmosphere can support gravity waves which range
in period from the Brunt-V̈ais̈alä period – approximately
10 min in the troposphere and 5 min in the lower stratosphere
(e.g.Hooper et al., 2004) – up to the inertial period, which is
approximately 15 h at the latitude (52.4◦ N) of Aberystwyth.
For waves with periods of less than one hour, the oscillations
are primarily in the vertical direction. Under quiet condi-
tions, i.e. characterised by vertical wind magnitudes of the
order of 0.1 m s−1, radar-derived vertical-velocity frequency-
spectra tend to show a small peak in PSD at the Brunt-Väis̈alä
period, approximately constant values at longer periods, and
a sharp reduction in value at shorter periods (e.g.Ecklund
et al., 1985). Consequently any variability of the vertical
wind during the course of one, or even of several, cycles will
be of insignificant amplitude.

Under conditions of mountain wave activity, i.e. charac-
terised by vertical wind magnitudes of the order of 1 m s−1,
there is no peak in PSD at the Brunt-Väis̈alä period. In-
stead the PSDs show an approximatelyf −5/3 dependence,
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wheref is the wave frequency, at periods of between 10 and
100 min. Moreover, they do not do not fall off rapidly at pe-
riods of less than the Brunt-V̈ais̈alä period and can be nearly
two orders of magnitude greater in the 2–3 min period range
than under quiet conditions (Ecklund et al., 1985). Refer to
Worthington and Thomas(1998), and references therein, for
a discussion as to why the power from apparently monochro-
matic waves should be spread across a wide range of frequen-
cies when observed by a ground-based instrument. Under
mountain wave conditions, the vertical wind can be expected
to change significantly not only from one cycle to the next,
put possibly even during the course of a single cycle. This
latter condition, which will lead to a violation of the funda-
mental DBS assumption of a stationary wind field, will be
discussed in more detail in Sect.5. At this stage, it is suffi-
cient to say that v0-derived (14 min) time-averaged horizon-
tal wind components can sometimes show unrealistic mod-
ulations, which are not seen in the v3 data and which are
clearly related to vertical wind variations. However, this is
not always the case as the form of mountain wave activity is
quite variable.

4 An overview of the v3 scheme

Figure 6 shows a simplified block diagram of the v3 sig-
nal processing scheme. This level of complexity was ne-
cessitated by the nature of the unwanted signal compo-
nents described in Sect.2. The v1 and v2 pre-cursors to
the v3 scheme identified only a single signal component
(the strongest) within each spectrum and relied on a time-
continuity algorithm for quality-control purposes. The lack
of a radial-continuity algorithm made them prone to contam-
ination from ground clutter and interference. Both types of
signal component tend to be stronger than the correspond-
ing clear-air returns and they show a high degree of time-
continuity (cf. Wuertz et al., 1988). However, a more fun-
damental requirement for the v3 scheme was the ability to
resolve partially-overlapping clear-air and unwanted signal
components. This is achieved by defining a signal compo-
nent Doppler velocity limit where the (five bin) smoothed
PSD envelope encounters a local minimum (cf.Narayana
Rao et al., 1999; Lucas et al., 2004) which is at least 10 dB
below the peak smoothed PSD.

A signal component limit can also be identified where the
smoothed PSD drops to below−20 dB relative to the peak
smoothed PSD, if this is reached before the noise PSD is
crossed. This third criterion accounts for the fact that the
original data acquisition system allowed only a Rectangular
window to be used, for weighting the coherently-integrated
in-phase and quadrature samples, prior to applying a DFT.
Spectral leakage through the sidelobes of this window be-
comes apparent for peak signal PSDs more than approxi-
mately 20 dB above the noise level (Harris, 1978). This leads
to, amongst other things, a broadening of the Doppler veloc-

ity limits within which the smoothed PSD is above the noise
level (e.g.Hooper, 1999). Although this has a negligible ef-
fect on the signal power and on the radial velocity, it can lead
to a substantial overestimate of the spectral width. It is noted
that the same truncation can be achieved by fitting a Gaus-
sian curve to the observed signal envelope (e.g.Cohn et al.,
2001).

The blue lines in the right hand panels of Figs. 2–4 show
the Doppler velocity extent of the signal components associ-
ated with the peak (smoothed) PSD within each spectrum.
The orange lines show the extent of the secondary signal
components, which are associated with the strongest peak
smoothed PSD outside of the primary limits. As can be
seen, the simple method of resolving partially-overlapping
signal components is highly effective. It is noted that some
authors (e.gNarayana Rao et al., 1999; Lucas et al., 2004;
McDonald et al., 2004) have used Gaussian curve fitting
techniques in order to establish the principal signal param-
eters for partially-overlapping clear-air and hydrometeor sig-
nal components. Moreover, techniques exist for separating
signal components which are fully-overlapping (e.g.Boyer
et al., 2004). However, neither of these has been employed
by the v3 scheme at the current time.

The radial continuity algorithm used by the v3 scheme
is very similar to that described byGriesser and Richner
(1998). However, the latter carries out both radial- and time-
continuity tests as part of the same procedure. The primary
role of the v3 radial-continuity algorithm is to determine
which one of the two signal components at each range gate
is most likely to correspond to a clear-air radar return. At-
tention is restricted to these signal components in all subse-
quent processing. The algorithm begins by identifying radial
chains, i.e. groups of signal components at contiguous range
gates which are unambiguously connected. These are then
joined together with other chains to form longer profiles. The
combination of chains which encompasses the largest num-
ber of signal components is chosen as the basis for a clear-air
return profile.

As can be seen in Fig. 3, interference signal components
can lead to a higher degree of radial-continuity than clear-air
signal components. Fortunately, a profile of interference sig-
nal components is easy to identify since the power changes
very little from one signal component to the next. Clear-air
signal components, by contrast, vary in power by several or-
ders of magnitude over the altitude range 2–20 km. Conse-
quently, if the standard deviation of signal power within the
longest (basis) profile is found to be less than 3 dB, the next
longest profile is tested for its suitability. Since ground clut-
ter observed by the Aberystwyth MST radar is confined to
limited range gates, there is no possibility of it causing the
same problem. However, this can be an important consider-
ation for other radars (e.g.Griesser and Richner, 1998). The
(radial velocities of the) signal components identified as be-
longing to the clear-air profile are indicated by the red dots
in the right hand panels of Figs. 2–4.
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It is noted that radial-continuity is not a sufficient basis
for discriminating between the clear-air and Rayleigh scatter
signal components seen below the 0◦C isotherm. Additional
work will be required in order to improve the v3 scheme’s
ability to select the clear-air component. A more detailed
discussion of this topic is beyond the scope of the present
manuscript.

The v3 scheme’s time-continuity algorithm is based on the
principles of consensus averaging, which is commonly ap-
plied to wind-profiler data (e.g.Barth et al., 1994). All sig-
nal components, for the same beam-pointing direction and
for the same range gate, within a one hour interval are com-
pared. It has already been mentioned that the vertical wind
can change significantly over such an interval. Moreover the
magnitude of its contributions to the radial velocities for off-
vertical beam observations can be comparable to that of the
horizontal wind. Consequently the degree of variability of
the radial velocities is potentially much larger than can real-
istically be attributed to changes in the horizontal wind vec-
tor. For this reason, the time-continuity algorithm is applied
to the horizontal wind components for off-vertical beam ob-
servations (and the results of this test are attributed to the
off-vertical beam signal component, despite the fact a verti-
cal beam observation was also involved in deriving the hori-
zontal wind component) and to the vertical wind components
for vertical beam observations.

The time-continuity algorithm is applied twice. On the
first occasion it is applied to all signal components within
the hour prior to the time of the one being quality-controlled.
This minimises the delay in producing quality-controlled
data for operational assimilation. However, for data which
are destined for off-line analysis, it is more desirable to con-

sider all signal components within 30 min to either side of
the one being quality-controlled. There are only slight differ-
ences between the results of these two implementations. Sig-
nal components must pass both radial- and time-continuity
quality-control procedures in order to be considered further
for deriving wind-profiles.

5 Exploitation of complementary-beam information

The availability of complementary off-vertical beam obser-
vations can be used to provide two quasi-independent esti-
mates of the horizontal wind components (e.g.Strauch et al.,
1987). This was done by the v0 scheme. However, it is more
common to calculate the average of the two components,
vHC(φ) (m s−1), taking the change of sign into account, i.e.:

vHC(φ) =
vH (φ) − vH (φ + 180◦)

2
(3)

This reduces the random error inherent in each individ-
ual estimate. The difference between the estimates (taking
the change of sign into account) can be used to derive a
complementary-beam-continuity factor,1vHC(φ) (m s−1),
which provides a measure of reliability:

1vHC(φ) = |vH (φ) + vH (φ + 180◦)| (4)

It is noted that the averaged horizontal wind components can
be derived simply by taking the difference between the radial
velocities for a complementary-beam pair (e.g.Adachi et al.,
2005), since, by substituting forvR from Eq. (1):

vR(θ, φ) − vR(θ, φ + 180◦) = 2vH (φ) sinθ (5)
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Fig. 7. The probability distribution of the full complementary-
beam-continuity factor values, in 1.0 m s−1 bins, for tropospheric
(orange line) and stratospheric (blue line) altitudes. Data are con-
sidered for the primary validation period.

This is directly equivalent to first calculating individual hori-
zontal components and then averaging them since thew cosθ
terms for each value ofvH cancel. Taking the sum of the ra-
dial velocities for a complementary-beam pair, in principle,
gives a measure of the vertical velocity:

vR(θ, φ) + vR(θ, φ + 180◦) = 2w cosθ (6)

However, this assumes that the magnitude of the horizontal
wind contributions for each of the complementary-beam ob-
servations is exactly equal. This would imply a1vHC value
of zero. A non-zero value of1vHC would result if the wind
vector changed significantly either over the spatial scale sep-
arating the complementary-beam observation volumes (i.e.
approximately 2 km at an altitude of 10 km) or over the tem-
poral scale separating the dwells (i.e. 1 min 11 s). Either
of these is possible under conditions of short-period gravity
wave activity.

Although the typical horizontal wavelengths of mountain
waves, 10–30 km (e.g.Worthington, 1999), are much larger
the separation between the radar observation volumes, those
of convectively-generated gravity waves can be in the range
2.5–8.5 km (e.g.Hauf, 1993). Moreover, it has already been
established that wave-driven vertical winds can change sig-
nificantly within the time scale of just a few minutes. There
are three reasons for expecting values of1vHC to be greater
in the lower-stratosphere than in the troposphere: gravity
wave amplitudes increase with increasing altitude, the Brunt-
Väis̈alä period is shorter (and therefore closer to the cycle
time), and the radar observation volumes are further apart.
However, it should be noted that gravity waves are not al-

ways able to propagate upwards beyond the tropopause level
(e.g.Worthington and Thomas, 1996a).

Figure 7 shows the probability distribution of the full
complementary-beam-continuity factor, i.e. the root of the
sum of the squares of the1vHC(φ) and 1vHC(φ+90◦)

values, for the primary validation period. Values have
only be calculated where all four 6◦ off-vertical signal
components have individually passed the radial- and time-
continuity quality-control procedures. The distribution for
the stratosphere (blue line) shows the expected shift towards
larger values compared to that for the troposphere (orange
line). The tropopause altitude is determined as described in
Sect.2. The reliability of the horizontal wind estimates as-
sociated with the larger values of the full complementary-
beam-continuity factor must be doubted, even if individually
the wind components appear to be reliable. For this reason,
vHC(φ) estimates are flagged as being unreliable if the cor-
responding values of1vHC(φ) are greater than 10.0 m s−1.

The use of1vHC(φ) for quality-control purposes was in-
troduced in the v2 scheme as a way of dealing with con-
tamination from ground clutter and interference. Neither of
these types of signal component could be rejected on the
basis of time-continuity alone (and the v2 scheme lacked a
radial-continuity algorithm). However, at any one time, they
do not tend to contaminate the observations made by both
of the complementary beam-pointing directions. This gives
rise to1vHC(φ) values of several 10s of m s−1. This tech-
nique was also found to be an effective way of rejecting the
clearly-unreliable horizontal wind variations associated with
convective activity. Although only clear-air signal compo-
nents are involved, the associated changes in vertical wind
can be more than 1 m s−1 in under a minute (Hooper et al.,
2005). This clearly violates the fundamental DBS assump-
tion of a stationary wind field. It should be noted that most
of the signal components associated with convection are al-
ready rejected on the basis of failing the time-continuity test.
Other authors (e.g.Worthington, 2004; Adachi et al., 2005;
Ishihara et al., 2006) have reported inhomogeneities between
the observations made in different beam pointing directions
under convective conditions.

Based on the above experiences, it was anticipated that
the distribution of full complementary-beam-continuity fac-
tor values would be mostly concentrated around zero, but
with a small spread at much larger values. It was unexpected
that the locations of the peaks of these distributions should
be significantly non-zero and that the frequencies of occur-
rence should decrease so gradually at larger values. Although
large values of1vHC(φ), i.e. >10 m s−1, are often associ-
ated with short-period gravity waves, they are not correlated
with the magnitude of the vertical wind (as determined from
vertical beam observations). They can often be associated
exclusively with the top of a region of mountain wave ac-
tivity, i.e. where the wave is breaking (e.g.Worthington and
Thomas, 1996a), or with the transition from troposphere to
lower-stratosphere, which is accompanied be a reduction in
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vertical wavelength. They can also be associated with re-
gions of large vertical shear of the horizontal wind, which
are expected to be turbulent.

Despite the usefulness of the complementary-beam-
continuity factor as a final test of horizontal wind component
reliability, attention should not be restricted to those range
gates for which both of the individual complementary hori-
zontal wind components have previously been flagged as be-
ing reliable. The green profile in Fig. 8 shows the frequency
of NE wind component availability, as a function of altitude,
based on the requirement that both the NE6.0 and SW6.0
signal components have been flagged as being reliable. As
shown by the orange profile, significantly better availability
is possible if only one of these signal components (in this
case from the NE6.0 beam observations) is required to be
reliable (the profiles for the SE6.0, SW6.0 and NW6.0 obser-
vations are very similar).

There can be significant imbalances between radar return
signal power for complementary-beam observations. This
can be caused by the tilting of isentropes by wave activity
(e.g.Worthington and Thomas, 1996b; Worthington, 1999)
or by Kelvin-Helmholtz instabilities (e.g.Muschinski, 1996).
Consequently it is to be expected, particularly in regions of
low signal-to-noise ratio, that a clear-air signal component
may be seen in one of the complementary beam-pointing di-
rections but not in the other. As can be seen from the blue
profile in Fig. 8, horizontal wind component availability is
maximised if the requirement is for only one or the other (or
possibly both) of the signal components to be available.

The v3 scheme consequently adapts its exploitation of the
complementary-beam information in response to the avail-
ability of individual components. If both complementary-
beam horizontal wind components are available, they are av-
eraged – and the complementary-beam-continuity factor is
used for quality-control purposes. However, if only one of
the individual horizontal wind components is available, that
alone will be used. Only those horizontal wind components
which have passed all quality-control tests are subsequently
used to derive the 30 min averaged wind-profiles which are
assimilated by the Met Office.

6 Measures of v3 data accuracy

Radiosondes are still the primary source of upper-air wind-
profiles. The quality of the data has been extensively ex-
amined and the error characteristics are well-known (e.g.
Kitchen, 1989; Nash, 1994). Consequently the ideal method
for evaluating the accuracy of Aberystwyth radar-derived
wind-profiles would be to compare them against radiosonde
data for launches from Aberporth (52.13◦ N, 4.57◦ W), which
is 45 km km to the south-west of the radar site (52.40◦ N,
4.01◦ W). Thomas et al.(1997) note that even such a small
distance between radiosonde measurements can give rise to
root mean square (RMS) differences of 3–4 m s−1. Although
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Fig. 8. Frequency of NE horizontal wind component availability,
as a function of altitude, when just the NE6.0 beam derived com-
ponents are considered (orange line), when both the NE6.0 and
the SW6.0 derived components must be available (green line), and
when either NE6.0 or the SW6.0 derived components are available
(blue line). Data are taken from the primary validation period.

comparisons against radiosonde data were routinely made in
the past (e.g.Thomas et al., 1997), Aberporth is not part of
the (UK) Met Office’s operational radiosonde network. Con-
sequently wind-profile data are not available from there on a
routine basis. No data at all were available for the primary
validation period. The Met Office’s principal method of eval-
uating radar-derived wind data quality is therefore by making
comparisons against the short term forecast wind fields from
the global run of the Unified Model (Dibbern et al., 2003a).

The Unified Model does not provide a perfect representa-
tion of the atmosphere. For example, it is known that wind
component forecast errors can be larger than 2 m s−1 in the
lower troposphere at mid-latitudes (Dibbern et al., 2003a).
Moreover, the relative coarseness of the model’s horizon-
tal resolution (approximately 40 km at mid-latitudes) means
that it is not able to represent some of the small-scale wind
fluctuations observed by the radar. Consequently the model-
comparison statistics should not be regarded as represent-
ing solely the errors in the observations. Nevertheless the
model fields provide a convenient common frame of refer-
ence against which all sources of assimilation data are com-
pared. If two sources of data have similar model-comparison
statistics, it can be inferred that their measurement accuracies
are broadly comparable (Dibbern et al., 2003a).

Owing to the fact that the nearest operational radiosonde
station is over 200 km away from the radar site, a com-
posite of wind data from all radiosonde launch sites across
the British Isles has been found to provide the most ap-
propriate reference model-comparison statistics. These
are shown by the blue lines in Fig. 9. The radiosonde
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Fig. 9. Profiles of observed-model horizontal wind comparison statistics for radiosondes (blue lines), v0 data (green lines), and v3 data
(orange lines) for the primary validation period. The leftmost panel shows the root mean square differences in eastward (thick lines) and
northward (thin lines) components, the middle panel shows the mean differences in direction, and the rightmost panel shows the mean
differences in speed.

stations are located at Lerwick (60.13◦ N, 1.18◦ W), Albe-
marle (55.02◦ N, 1.88◦ W), Castor Bay (54.50◦ N, 6.33◦ W),
Watnall (53.02◦ N, 1.25◦ W), Valentia (51.93◦ N, 10.25◦ W),
Larkhill (51.20◦ N, 1.82◦ W), Herstmonceux (50.88◦ N,
0.32◦ E), and Camborne (50.22◦ N, 5.33◦ W).

The most important of the model-comparison statistics is
the RMS difference between the observed and the model
wind components, shown in the left-hand panel of Fig. 9.
This represents a combination of both systematic and random
errors (Dibbern et al., 2003a). As mentioned above, the fact
that the values for radiosondes (blue lines) and for v0 radar
data (green lines) are so similar, at altitudes below 8 km, sug-
gests that the accuracies of the two techniques are broadly
comparable. The deviation between the two sets of profiles
at higher altitudes is a consequence of the v0 scheme’s rel-
atively simplistic quality-control techniques. Although the
radial-continuity algorithm is effective at avoiding unwanted
signal components where strong clear-air signal components
exist, it is less effective at quality-controlling potential sig-
nal components in regions of low signal-to-noise ratio. Since
the time-continuity algorithm is designed solely to avoid con-
tamination from aircraft returns, many random noise fluctua-
tions are accepted as being reliable signals at the higher range
gates.

The orange lines in Fig. 9 demonstrate that significantly
improved accuracy is possible at all altitudes using data from
the v3 scheme. The quality of the v3 data is almost indis-
tinguishable from that of radiosonde data right the way up to
an altitude of 14 km. Although there is a slight reduction in
data quality at the higher range gates, this is not as dramatic
as that associated with the v0 scheme. The mean of the (ob-
served - model) direction values, shown in the middle panel,

indicates that the v3 scheme also leads to a slight reduction
in systematic directional bias (to less than 1◦) compared with
that of the v0 scheme. Although, as shown in the right-hand
panel, there is a systematic overestimate of v3 wind speed
at altitudes below 10 km, and a systematic underestimate at
higher altitudes, the magnitude of these errors (<1 m s−1) is
too small to be of particular concern.

Although Aberporth radiosonde data were not available
for the primary validation period, data for 147 launches are
available for the period June–December 2007. The produc-
tion of v0 data ceased in February 2007 and so it is only pos-
sible to compare wind speeds from radiosondes with those
derived from the v3 scheme. These data are only shown in
Fig 10 where samples for both instruments are available. The
v3 data have been averaged over 1 h (the approximate time
taken for a radiosonde to reach an altitude of 20 km) starting
from the time of the radiosonde launch. This plot has fewer,
and less significant, outliers than the equivalent Fig. 3 shown
by Thomas et al.(1997) for the v0 scheme.

The best fit between these data is found by the method of
Hocking et al.(2001). The regression lines, shown in blue,
correspond to the assumptions that all of the errors are asso-
ciated with the radiosonde measurements (which gives rise
to a gradient of 0.939) and that all are associated with the
radar measurements (which gives rise to a gradient of 1.018).
The 258 data points shown in green were excluded from
this analysis by iteratively removing all data points which
lay more than 3 standard deviations from an intermediate
fit. This leaves 9178 data points. Assuming that the mea-
surement errors are distributed equally between the radar and
the radiosonde data, the best fit line has a gradient of 0.959.
The magnitude of the measurement errors is represented by
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Fig. 10. Scatter plot of radiosonde- and v3 radar-derived wind
speeds for 147 radiosondes launched between July and December
2007. The 258 points shown in green were removed before perform-
ing a regression analysis on the remaining 9178 data points shown
in orange. The two blue lines show the best fits for the regression of
y onx and ofx ony following the method ofHocking et al.(2001).

a standard deviation of 1.64 m s−1. This value, in part, rep-
resents the degree of atmospheric variability over the spatial
scale separating the two measurements and the difference be-
tween the way in which the measurements are made (Hock-
ing et al., 2001).

A final method of evaluating v3 data quality is to carry
out a self-consistency test. A commonly-used technique is
to calculate the RMS differences between velocity compo-
nents at adjacent time steps (e.g.Dibbern et al., 2003a). This
is only done where the wind components at both time steps
are flagged as being reliable. The values represent a com-
bination of random measurement errors and of the degree
of atmospheric variability over the time scale between the
measurements. The values of 3.0–4.0 m s−1 for the single
cycle horizontal wind components, i.e. those available at in-
tervals of 4 min 43 s, are shown by the orange profile in the
left-hand panel of Fig. 11. The profiles for the eastward and
northward components are very similar and so only the for-
mer is shown. The horizontal wind components are expected
to show a low degree of natural variability over such a short
time scale. Consequently the RMS difference values largely
represent the random measurement error.

Kitchen (1989) has shown that the RMS differences be-
tween radiosonde wind measurements (for a single sta-
tion) increase with increasing time difference between the
launches. This is consistent with observations made by wind-
profiling radars. The frequency spectra of horizontal-wind
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Fig. 11. Profiles of the root mean square differences between v3
wind components at adjacent cycles (orange lines) and at adjacent
30 min average messages (blue line). The left panel shows the pro-
files for the eastward wind component and the right panel shows
the profiles for the upward wind component. Data are considered
for the primary validation period.

fluctuations typically show anf −5/3 dependence, wheref
is the frequency (e.g.Gage and Nastrom, 1985). Therefore a
greater degree of natural variability is expected between the
30 min averaged radar-derived horizontal wind components
than between the single cycle components. Nevertheless, the
time-averaging serves to reduce the random measurement er-
ror associated with individual values. The RMS differences
for the 30 min averages, shown by the blue profile in Fig. 11,
are reduced to 2.0–3.0 m s−1. This suggests that the reduc-
tion in random measurement error is more significant that the
increase in natural variability.

The orange profile in the right-hand panel of Fig. 11 shows
the RMS differences between vertical velocity components
at 1 cycle intervals. This uses the first vertical beam dwell
from each cycle. It has already been pointed out that sig-
nificant variability of the vertical velocity over such a short
time scale can result from short-period gravity-wave activ-
ity. Consequently the values of 0.3–0.4 m s−1 are likely to
reflect some degree of natural atmospheric variability in ad-
dition to the random measurement error. However, this also
means that the random measurement error cannot be reduced
by time-averaging. Even a small degree of time averaging
will begin to reduce the natural variability which is of scien-
tific interest (cf.Weber et al., 1992). An alternative approach
for estimating the random measurement error is to restrict at-
tention to those days for which the degree of natural variabil-
ity is low. A profile (not shown) of the minimum daily RMS
values at each range gate gives values of 0.2–0.3 m s−1. It is
noted that these values are close to the 0.15 m s−1 Doppler
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velocity resolution of the spectra. It is also noted that there
is no source of independent vertical velocity measurements
against which the radar data can be checked.

7 Discussion

This study has highlighted the fact that the characteristic time
scales, over which significant natural variability can be ex-
pected, are quite different for the vertical and for the hori-
zontal components of the wind. This has implications for the
optimum way in which DBS observations should be made.

For the most part, the observed vertical wind fluctua-
tions are of small magnitude (∼0.1 m s−1), which is com-
parable to the estimated random measurement error (0.2–
0.3 m s−1). Their contributions to the radial velocities ob-
served by off-vertical beams are so small that they can be
ignored without a significant degradation in horizontal wind
component accuracy. However, under conditions of short-
period gravity wave activity, characterised by vertical wind
magnitudes of the order of 1 m s−1, their contributions to
the radial velocities observed by off-vertical beams can be
comparable to those from the horizontal wind. Moreover,
significant variability can be expected over time scales as
short as 2 min, which is considerably less than the Brunt-
Väis̈alä period (even at stratospheric altitudes). Under such
circumstances, irrespective of whether the horizontal wind
components are derived from a vertical/off-vertical beam pair
(i.e. through Eq.2) or from a complementary-beam pair (i.e.
though Eq.5), the interval between the two dwells should be
minimised.

During the primary validation period, a vertical beam ob-
servation is made at every second dwell. The v3 scheme
therefore minimises the errors caused by short-period ver-
tical velocity variability by pairing each off-vertical beam
dwell with the vertical beam dwell which is closest in time.
However, so far, little additional use has been made of the
47 s interval vertical beam observations. Nevertheless, given
that significant variability is expected from one cycle to the
next, under conditions of short-period gravity wave activ-
ity, it makes sense that vertical beam observations should be
made more often than off-vertical beam observations. More-
over, under quiet conditions, the frequency-spectra of verti-
cal velocities can be used to derive the Brunt-Väis̈alä period
(e.g.Röttger, 1980; Ecklund et al., 1985). This, in turn, can
be used to derive a profile of temperature (e.g.Revathy et al.,
1996). Observation formats encompassing multiple vertical
beam dwells are consequently to be encouraged for research
applications. The Met Office do not currently make any op-
erational use of the vertical wind estimates.

Increasing the interval between the dwells will increase the
chances that the fundamental DBS assumption of a stationary
wind field will be invalidated. However, since the degree of
natural variability of the horizontal wind is apparently quite
low over time scales of up to at least 30 min, this time con-

straint is only significant for the dwells required to derive an
individual horizontal wind component. It seems likely that
the time separation between the pair of dwells required to
derive one component of the horizontal wind and the pair re-
quired to derive the orthogonal component is less significant.
Consequently it is less important to minimise the total cy-
cle length, so long as beam-pairs are appropriately grouped
within the sequence.

The Met Office are moving towards increasingly high-
resolution grids for the nested UK domain of their numer-
ical weather prediction model. Their aim is to be able to
accurately forecast small-scale but high-impact phenomena,
such as convection. This creates a requirement for increas-
ing the temporal and spatial resolutions of assimilated ob-
servations. At present, they assimilate 30 min averages of
v3 wind-profile data, which are known to have a high ac-
curacy. By decreasing the averaging interval, the random
measurement error will inevitably rise. Consequently it is
unclear as to whether or not higher-time-resolution data will
be of any more value. Given that the random measurement
error decreases as the averaging interval increases, but that
the natural atmospheric variability increases, it is anticipated
that there may be an optimal level of averaging for which
the two effects are balanced. Identifying such a level will
be an important area of future work. This question also has
implications for the research use of horizontal winds. Can
the variability between single cycle horizontal wind compo-
nents be guaranteed to reflect natural atmospheric variation
as opposed to increased random measurement error?

8 Conclusions

This paper has examined a new signal processing scheme for
the Doppler Beam Swinging 46.5 MHz wind-profiling radar
at Aberystwyth. It is shown that a radial-continuity test is vi-
tal for avoiding contamination from unwanted signal compo-
nents. These are principally a result of ground clutter, inter-
ference, and Rayleigh scatter from hydrometeors under strat-
iform precipitation conditions. In the case of the latter, the
scheme must have the ability to resolve partially-overlapping
signal components. It is also shown that short-period grav-
ity wave activity can lead to a reduction in horizontal wind
component data quality. This is a result of the wind field be-
coming non-stationary over the temporal and spatial scales
encompassed by a cycle of observation.
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