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Abstract. This study examines the utility of the Empirical
Mode Decomposition (EMD) time-series analysis technique
to separate the horizontal wind field observed by the Scott
Base MF radar (78◦ S, 167◦ E) into its constituent parts made
up of the mean wind, gravity waves, tides, planetary waves
and instrumental noise. Analysis suggests that EMD effec-
tively separates the wind field into a set of Intrinsic Mode
Functions (IMFs) which can be related to atmospheric waves
with different temporal scales. The Intrinsic Mode Func-
tions resultant from application of the EMD technique to
Monte-Carlo simulations of white- and red-noise processes
are compared to those obtained from the measurements and
are shown to be significantly different statistically. Thus, ap-
plication of the EMD technique to the MF radar horizontal
wind data can be used to prove that this data contains infor-
mation on internal gravity waves, tides and planetary wave
motions.

Examination also suggests that the EMD technique has the
ability to highlight amplitude and frequency modulations in
these signals. Closer examination of one of these regions
of amplitude modulation associated with dominant periods
close to 12 h is suggested to be related to a wave-wave inter-
action between the semi-diurnal tide and a planetary wave.
Application of the Hilbert transform to the IMFs forms a
Hilbert-Huang spectrum which provides a way of viewing
the data in a similar manner to the analysis from a continu-
ous wavelet transform. However, the fact that the basis func-
tion of EMD is data-driven and does not need to be selected
a priori is a major advantage. In addition, the skeleton dia-
grams, produced from the results of the Hilbert-Huang spec-
trum, provide a method of presentation which allows quan-
titative information on the instantaneous period and ampli-
tude squared to be displayed as a function of time. Thus,
it provides a novel way to view frequency and amplitude-
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modulated wave phenomena and potentially non-linear inter-
actions. It also has the significant advantage that the results
obtained are more quantitative than those resultant from the
continuous wavelet transform.

Keywords. Meteorology and atmospheric dynamics (Mid-
dle atmosphere dynamics; Waves and tides; Instruments and
techniques)

1 Introduction

Empirical Mode Decomposition (EMD) is a signal process-
ing technique developed to allow non-stationary and non-
linear time-series to be examined (Huang et al., 1998). It
has already been proven to be remarkably effective in sev-
eral areas of geophysical research (see articles inHuang and
Shen, 2005). The central aim of this study is to examine the
utility of the EMD technique to separate the observations of
the horizontal wind field made by the Scott Base MF radar
into the various components associated with the mean wind,
gravity waves, tides, planetary waves and instrumental noise.
A secondary aim of this study is to show the potential util-
ity of the EMD technique and the Hilbert-Huang spectrum in
identifying regions of non-linear interactions.

The EMD technique has previously been used byZhu et al.
(1997) to examine vertically propagating internal gravity
waves measured by falling sphere observations in the middle
atmosphere. Their work highlighted the connection between
the fundamental intrinsic mode functions (IMFs) derived
from the EMD method and WKB solutions of a dispersive-
dissipative wave equation. This relationship was then ex-
ploited to show that the EMD method can provide useful
insights into physical processes in the middle atmosphere
where dispersive-dissipative wave phenomena are dominant.

Wu and Huang(2004, 2005) and Coughlin and Tung
(2004) emphasized another useful application of the EMD
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Fig. 1. Time-altitude contour plot of the zonal wind (ms−1) observed by the Scott Base MF radar during the 1 to 6 January 2006.

representation, namely that the technique can be used to
identify natural variations in the atmosphere without the need
for a priori information on the form of these variations. These
studies compare the amplitudes of the IMFs resulting from
data against those formed from a decomposition of pure
noise to differentiate between the two.Coughlin and Tung
(2004) use this technique to show that atmospheric tempera-
tures and geopotential heights taken from the NCEP/NCAR
reanalyses (Kalnay et al., 1996) can be represented by five
global oscillations and a trend. Examination of the fourth
mode suggests it is synchronized with the 11-year F10.7 cm
solar flux almost everywhere in the lower atmosphere. Their
statistical test is used to show that this signal is different from
red-noise (red-noise is defined by autocorrelated noise and
has a Fourier spectrum with increasing power for decreasing
frequency), indicating that there is enhanced warming in the
troposphere during times of increased solar radiation. We
use this technique to examine the ability of the Scott Base
MF radar to observe the atmospheric wave field.

One of the most intriguing features of tides in the
mesosphere-lower-thermosphere (MLT) region is their great
variability. Observations have revealed fluctuations in tidal
properties on time scales ranging from days to years. In
particular, the winter high-latitude semidiurnal tide is very
variable (Baumgaertner et al., 2005, 2006). The main fac-
tors that produce tidal variability at high latitudes are simi-
lar to those in midlatitudes and have been summarized con-
cisely inRiggin et al.(2003). Work by Baumgaertner et al.
(2005) and others has shown that tidal variability at the inter-
annual time-scale can be linked to the solar cycle. However,
the cause of modulations in tidal amplitude at day-to-day
time-scales are still poorly understood. The potential of the

EMD technique and the Hilbert-Huang spectrum to examine
planetary-wave modulation of the semi-diurnal tide is exam-
ined.

Janosi and Muller(2005) tested the EMD technique on
daily total ozone column data from Mauna Loa. Their study
indicates that the IMFs amplitude modulation is very sensi-
tive to local changes such as random data removal or smooth-
ing. Tests on synthetic data inJanosi and Muller(2005) high-
light some of the limitations of decomposing quasi-periodic
signals from noise with EMD. Nevertheless their study in-
dicated that with careful application the EMD algorithm is
helpful in identifying the dominant frequencies in the time
series. This ability allows the fluctuations to be separated
from the remaining background very effectively.

The current study first describes the MF radar observations
and then provides a very brief summary of the EMD algo-
rithm and the method used to form a Hilbert-Huang spec-
trum in Sect.2. Section2 also details methods utilized to
improve the performance of the EMD algorithm. In Sect.3
the utility of the EMD technique in separating the spectrum
of waves observed in the mesosphere in zonal wind obser-
vations made by the Scott Base MF radar (78◦ S, 167◦ E) is
demonstrated. The observed IMFs are shown to correspond
to physically meaningful wave modes. The different IMFs
obtained are shown to be statistically different from white-
and red-noise using the methods described inWu and Huang
(2004, 2005) and Coughlin and Tung(2004), respectively.
Specific periods of IMFs and the relationships observed be-
tween different waves are displayed. These are interpreted
as non-linear interactions between planetary waves and tides
and are described with reference to the theory discussed in
Teitelbaum and Vial(1991). The utility of the Hilbert-Huang
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spectrum in the examination of different wave-wave interac-
tions is shown.

2 Methodology and observations

The MF radar at Scott Base is a partial reflection wind radar
that operates at 2.9 MHz using a pulse width of 20µs. The
transmitter has a peak output power of 60 kW and the pulse
repetition rate has recently been increased to 20 Hz. The data
acquisition has also recently been upgraded from an 8-bit
to a 12-bit system which has improved the resolution and
thereby the dynamic range of the measurements such that
horizontal velocity data can generally be obtained from alti-
tudes between 70 and 100 km. The returns are oversampled
to provide measurements at 1 km altitude spacing. Zonal
and meridional winds at each altitude are then calculated
by studying the motion of diffraction patterns on a number
of antennae using the Full Correlation Analysis (FCA) tech-
nique at a two-minute time resolution. Further details about
the system are indicated inBaumgaertner et al.(2005). The
data utilized in this study consists of the time-series of zonal
winds observed in January 2006. Figure1 displays a time-
altitude plot of the zonal wind observed between the 1 and
6 January 2006. This figure provides a reasonably represen-
tative view of the coverage and quality of the zonal winds
observed by the Scott Base system at this time of year. Ex-
amination of Fig.1 displays clear inclined stripes in the zonal
velocity, these features correspond to wave perturbations in
the observed wind field. The period of these features in-
dicates that they are associated with atmospheric tides and
the dominance of these features clearly illustrates the wave-
driven nature of the circulation in the Mesosphere – Lower
Thermosphere region.

The EMD method can not be defined analytically, but
can effectively be described by a recursive “sifting” al-
gorithm (Huang et al., 1998; Rilling et al., 2003). This
adaptive process represents signals as sums of amplitude-
and frequency-modulated components called intrinsic mode
functions (IMFs). Given a time seriesxn, with equal spacing
1t and n=0. . . N-1, the effective algorithm of EMD can be
summarized as follows:

1. identify all extrema ofxn.

2. interpolate between minima (maxima), ending up with
some envelope eminn (emaxn).

3. compute the mean of the two envelopes
mn=(eminn+emaxn)/2.

4. extract the detail dn=xn−mn.

5. if dn is an IMF, stop. Otherwise, iterate on dn through
steps 1 to 4.

IMF convergence is achieved when the mean of dn satisfies
a pre-defined near-zero stopping criterion. Each IMF is sub-
tracted from the data series, and the process is repeated until
all the variability in the data series is decomposed into a num-
ber of these IMFs. It should be noted that even for data with a
zero mean, the final residual can still be different from zero.
This study utilizes the matlab implementation of the EMD
technique defined inRilling et al. (2003) which is available
athttp://perso.ens-lyon.fr/patrick.flandrin/emd.html. Adding
all the IMFs together with the residual slow trend recon-
structs the original signal without information loss or distor-
tion. In most cases only 8 to 10 IMFs are required and there-
fore the method is more efficient than the traditional Fourier
or wavelet decompositions which generally need a far larger
number of modes to represent a comparably complicated sig-
nal (Zhu et al., 1997). In addition because the basis is adap-
tive (data-driven) the modes are empirically determined and
not artificially constrained to have fixed amplitudes or fre-
quencies. The basis can therefore offer a physically meaning-
ful representation of the underlying processes, though several
recent studies have shown that careful application of the tech-
nique is necessary (Huang et al., 2003; Coughlin and Tung,
2004; Janosi and Muller, 2005). These previous studies indi-
cate that the uncertainty on individual IMFs should be exam-
ined because outliers and regions of missing data can have
a significant affect on the algorithms performance. In ad-
dition, the index of orthogonality, defined inHuang et al.
(1998), generally needs to be used to identify mode-mixing.
Mode mixing occurs when an IMF consists of oscillations of
dramatically disparate scales, mostly caused by intermittency
of the driving mechanisms. When mode mixing occurs, an
IMF can cease to have physical meaning by itself, suggesting
falsely that there may be different physical processes repre-
sented in a mode. It should also be noted that because of the
adaptive nature of the basis, there is no need for harmonics;
therefore, EMD is ideally suited for analyzing data which in-
clude non-stationary and non-linear processes.

The time-series to which the EMD technique is applied in
Sect.3 represents data taken from 90 km, this altitude being
selected because the amount of poor data, based on a set of
rejection criteria, is a minimum at this altitude for this period.
It should be noted that it became clear during initial testing of
the EMD method that outliers had a particularly deleterious
effect on the results produced and therefore effective quality
control of the data is essential. Therefore, to remove out-
liers each 2 min value at a particular altitude was compared
to the mean and standard deviation of all the measurements
within a three hour window. Any points more than three stan-
dard deviations from the mean were removed and replaced
with a new value produced by linear interpolation. To further
improve the data quality, in order that no data gaps occur
in the time-series, only requires the processed 2 min reso-
lution zonal wind data to be averaged to 15 min resolution.
These measures mitigate the problems associated with the
sensitivity of the technique to small variations of the signal
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identified byJanosi and Muller(2005) when using the EMD
technique. It should be noted that averaging sometimes acts
to enhance mode-mixing, but that the ensemble technique de-
scribed later in this section ensures that this is not an issue in
this study.

Huang et al.(2003) indicate that different sets of IMFs can
be produced by changes to the sifting processes stopping cri-
terion or alternatively by changing the time series in some
other way (Janosi and Muller, 2005). This sensitivity is as-
sociated with the lack of a priori assumptions about the form
of the basis function and allows us to obtain a measure of the
uncertainty associated with individual IMFs. In this study
a small amount of white noise, 1% of the standard devia-
tion of the time series, is added to the original time series to
produce 500 realizations. The IMFs from these realizations
which meet a criteria based on the index of orthogonality (see
Huang et al., 1998, for a definition) are then used to form an
ensemble. Realizations that have a high index of orthogo-
nality have a higher likelihood of mode-mixing. Thus, only
using realizations that have an index of orthogonality below
some pre-defined threshold significantly reduces the likeli-
hood of mode-mixing occurring. The ensemble mean and
standard deviation can then be used to identify the reliabil-
ity of different features in the individual IMFs. It should be
noted that the magnitude of white noise added did not sig-
nificantly vary the size of the standard deviations on longer
period IMFs as long as the value was small compared to the
standard deviation of the data. In particular, sets of Monte-
Carlo simulations show that adding white-noise with stan-
dard deviations between 1 and 5% of the standard deviation
of the original time series did not affect IMFs other than the
first significantly (see Sect.3 and Fig.5). However, adding
white-noise with standard deviations above 5% began to pro-
duce additional short period modes (nearly totally associated
with white-noise). It should be noted that one of the re-
viewers of this work introduced us to the study of Wu and
Huang (2007)1 which details the Ensemble Empirical Mode
Decomposition (EEMD) technique. The EEMD technique is
a very similar method to that detailed above and is utilized to
improve the performance of the EMD technique and reduce
mode-mixing.

A key advantage with the EMD technique is that the IMFs
produced can be transformed from temporal-space data to
time-frequency space by applying a Hilbert transform to each
IMF component. The Hilbert transform,y(t), of any real-
valued functionx(t) can be determined using:

y(t) = H[x(t)] =
1

π
PV

∞∫
−∞

x(τ)

t − τ
dτ (1)

1Wu, Z. and Huang, N. E.: Ensemble Empirical Mode Decom-
position: A Noise Assisted Data Analysis Method, in preparation,
2007.

where PV is the principal value of the singular integral (or the
Cauchy principal value) and using this definitionx(t) andy(t)
form the complex conjugate pair. With the Hilbert transform,
the analytic signal is defined by:

z(t) = x(t) + iy(t) = a(t)eiθ(t) (2)

where

a(t) =

√
x2 + y2 (3)

and

θ(t) = a tan(
y

x
) (4)

where a(t) in Eq. (3) is the instantaneous amplitude and
θ(t)in Eq. (4) is the instantaneous phase. The instanta-
neous frequency is then simply defined as the time deriva-
tive of the instantaneous phase. The amplitude and instanta-
neous frequency for every IMF at every time-step can thus
be computed. This result can be projected on the time-
frequency-energy space, with energy defined as the ampli-
tude squared. The resulting timefrequency-energy represen-
tation of the data is called the Hilbert-Huang spectrum and
provides information similar to that identified in a continu-
ous wavelet transform (Torrence and Compo, 1998). This
process and the utility of the Hilbert-Huang spectrum is dis-
cussed in detail inHuang et al.(1998) andHuang and Shen
(2005).

3 Results

The result of application of the EMD technique to the zonal
wind time series introduced in Sect.2 is displayed in Fig.2.
The upper panel in this figure displays the original time se-
ries. The second panel contains the summation of the en-
semble means of the first to third IMFs, the third panel con-
tains the ensemble mean of the fourth IMF, the fourth panel
the ensemble mean of the fifth IMF etc. Note EMD decom-
poses this month long time-series at 15 min resolution into 8
separate intrinsic mode functions and a residual which repre-
sents the trend over the month. The first to third IMFs have
been combined in Fig.2 because these modes all have dom-
inant period below 8 h and are therefore likely to be associ-
ated with internal gravity waves. Examination of the indi-
vidual IMFs used in the summation also suggests that they
are likely to be related to a mixture of instrumental noise and
wave-like motions. The dominant period of the fourth and
fifth IMFs are associated with periods near 12 and 24 h and
are therefore related to the semi-diurnal and diurnal tides, re-
spectively. The sixth IMF and higher are related to periods
above 2 days and are related to planetary waves. It should be
noted that these wave modes, semi-diurnal and diurnal tides
and planetary waves, are frequently observed in the Scott
Base MF radar data (Baumgaertner et al., 2005, 2006). Thus,
the fact that the EMD technique decomposes the zonal wind
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Fig. 2. The results of application of the EMD technique to the zonal wind time series observed by the Scott Base radar at 90 km in January
2006 are displayed. The upper panel in this figure displays the original time series. The second panel contains the summation of the first to
third IMFs, the third panel contains the fourth IMF, the fourth panel the fifth IMF etc.

time series into a set of physically meaningful modes without
any necessity to define a basis function gives us confidence
that the technique is of significant utility. This fact also sug-
gests that the residual calculated is an accurate representation
of any trend and therefore potentially of utility in examining
the mean wind. It should be noted that the Empirical Mode
Decomposition technique produces results which are quali-
tatively similar to the output from wavelet multiple resolu-
tion analysis as used in previous studies, such asMalinga
and Poole(2002a,b). However, several studies have indi-
cated that the need to select an appropriate “mother wavelet”
when using wavelet analysis limits the applicability of the
technique (Torrence and Compo, 1998). It is interesting that
many of the higher IMFs, principally those associated with
tidal and planetary wave periods, are characterized by bursts
of wave activity and thus the fact that the technique is useful
in the examination of non-stationary data is valuable in this
case. Thus, suggesting that application of the EMD tech-
nique may be of utility in understanding the variability of
these waves. Previous work byPancheva et al.(2002) has in-
dicated that planetary-wave activity often occurs as “bursts”
of wave activity at a particular period.

To examine the utility of the MF radar data to observe
these different wave motions, a technique discussed inWu
and Huang(2004, 2005) is utilized. Their study detailed
methods which allow the IMFs obtained from data to be
differentiated from those which result from white-noise pro-
cesses which are uniformly and normally distributed, respec-

tively. Figure3 displays a log-log diagram of the normalized
versions of the energy and dominant period of the different
intrinsic modes identified by the EMD technique. The full
lines in Fig. 3 represent the range of values within which
75 and 99% of the simulations produced using purely white-
noise would occur, these lines being calculated from the the-
ory indicated inWu and Huang(2004, 2005). The red and
blue dots indicate the result of one hundred Monte-Carlo
simulations of white-noise. The green crosses in Fig.3 repre-
sent the value of the energy and the dominant period of IMFs
which result from application to the MF radar time series. To
ensure the compatibility of the measurements and the Monte-
Carlo simulations the time-series are normalized. Examina-
tion of Fig.3 indicates that the IMFs produced by application
of the EMD technique to the MF radar zonal wind data are
significantly different from the simulated and theoretical ex-
pectations for a white-noise process. It should be noted that
the highest IMFs have not been included in this diagram for
clarity because of the large inaccuracies in identifying long
dominant periods. The separation between the IMFs associ-
ated with the observations and Monte-Carlo simulations of
white-noise displayed in Fig.3 indicates that all the IMFs
(which have previously been related to atmospheric waves)
are statistically different from white-noise. It is interesting
to note that for randomly generated time-series, the EMD
method exhibits a period doubling phenomenon so that each
mode tends to have an average period of about twice the pre-
vious mode. This phenomenon creates the clustering of the
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Fig. 3. Log-log diagram of the energy and dominant period of the different intrinsic modes identified by the EMD technique. The separation
between observations (green crosses) and Monte-Carlo simulations of white-noise (red and blue dots) displayed in this figure indicate that
a range of atmospheric waves can be observed in the Scott Base MF radar data. The black crosses in this figure indicate the center of mass
for the individual IMFs produced by the Monte-Carlo simulations. The dotted and full lines indicate the theoretical bounds (75% and 99%
limits) within which white-noise should fall.

Monte-Carlo modes observed in Fig.3. The fact that the
dominant periods of the IMFs associated with the MF radar
data are less evenly spaced is therefore also a positive indica-
tion that this data contains signals at a range of frequencies.
In particular, the fact that the first three modes, associated
with gravity waves, are offset is suggestive that these IMFs
contain signals.

Coughlin and Tung(2004) demonstrated that the EMD
technique can be used to separate natural variations in the
atmosphere from those associated with red-noise (a Fourier
spectrum with increasing power for decreasing frequency) in
a similar manner. It is necessary with their technique to as-
sume that the first IMF is purely related to red-noise. This
seems to be a reasonable assumption in this case and even if
the second IMF was utilized the results do not change. An
analysis to calculate the first-order autoregressive model as-
sociated with the first IMF is then performed. These autore-
gressive properties are then used to produce a set of Monte-
Carlo simulations for red-noise which are compared to the
observations in a similar manner to that described inWu
and Huang(2004, 2005). Figure4 displays the Monte-Carlo
simulations and the radar observation IMFs. The full lines
in Fig. 4 again represent the range of values within which
75 and 99 percent of the simulations produced using purely
white-noise would occur and are displayed for comparison
purposes. We note that the Monte-Carlo simulations for red-

noise processes lie marginally above the theoretical lines for
white-noise processes as would be expected because a red-
noise process should have more energy at increasing peri-
ods compared to those associated with a white-noise process.
However, the values associated with the IMFs, other than the
first, produced by analyzing the MF radar data are still well
separated from the Monte-Carlo simulations; this suggests
that the data is also significantly different from a purely red-
noise process. In addition, given that the dominant period as-
sociated with the second IMF is of the order of 2 h it can be
proven that the MF radar measurements can observe internal
gravity waves. The application of the techniques described in
Wu and Huang(2004, 2005) andCoughlin and Tung(2004)
to the MF radar zonal wind time series suggests that the Scott
Base data is sufficiently sensitive to observe internal gravity
waves, tides and planetary waves using the EMD technique.

3.1 Potential for identifying non-linear interactions

Theoretical studies, such asTeitelbaum and Vial(1991), have
proposed mechanisms which can explain the non-linear in-
teractions between tides and planetary-scale waves and also
indicated how these interactions might contribute to the vari-
ability of atmospheric tides. This section describes an initial
study of the potential of the EMD time series analysis tech-
nique and the Hilbert-Huang spectrum in studying non-linear
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Fig. 4. Log-log diagram of the energy and dominant period of the different intrinsic modes identified by the EMD technique. The separation
between observations (green crosses) and Monte-Carlo simulations of red-noise (red and blue dots) displayed in this figure indicate that a
range of atmospheric waves can be observed in the Scott Base MF radar data. The black crosses in this figure indicate the center of mass
for the individual IMFs produced by the Monte-Carlo simulations. The dotted and full lines indicate the theoretical bounds (75% and 99%
limits) within which white-noise should fall.
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Fig. 5. The ensemble mean (black line) and the mean plus and minus the ensemble standard deviation for realizations which add 1, 2 and
5% white-noise (red full, dotted and dashed lines) for the fourth IMF(a) and the sixth IMF(b) which result from the application of the EMD
technique to the zonal wind time-series observed with the Scott Base MF radar at 90 km between 10 and 12 January 2006 inclusive.
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Fig. 6. A skeleton diagram of the Hilbert-Huang spectrum(a) and a contoured diagram of the continuous wavelet transform(b) applied to
the time series of zonal winds observed at 90 km by the Scott Base MF radar over the period 1 to 20 January 2006.

wave-wave interactions. Figures5a and b display the ensem-
ble means, for the 500 realizations of the data series, and the
standard deviations of the ensemble when 1, 2 and 5% noise
is added for the fourth and sixth IMFs, respectively, for the
period between 10 and 12 January 2006 inclusive. The fact
that the lines representing the standard deviations associated
with the ensembles are so similar indicates that these values
provide an accurate measure of the uncertainty associated
with specific features in IMFs and that these uncertianties
are relatively unaffected by the choice of the magnitude of
the white-noise added. The fourth IMF which has a domi-
nant period of 12 h and is therefore related to the semi-diurnal
tide displays a clear amplitude modulation with a period sim-
ilar to two days. The maximum peak-peak semi-diurnal tidal
amplitudes are observed between midnight and noon on the
11 January 2006. Comparison of the approximately two-
day modulation of the semi-diurnal tide with the sixth IMF,
which is likely to be associated with the quasi-two-day plan-
etary wave, displays a clear similarity suggesting that the
modulation of the semi-diurnal tide may be related to the
quasi-two-day wave. It should be noted that the period of
the quasi-two-day wave is close to 42 h in this case. It is pos-
sible that this relatively short period for the quasi-two-day
wave could be associated with mode-mixing which was dis-
cussed previously in Sect.2. However, this value for the pe-
riod of the quasi-two-day wave does fall within the range of
periods previously identified as related to the quasi-two-day
wave (Pancheva, 2006). The modulation of the semi-diurnal
tide with a period similar to two days is highly indicative
of a nonlinear wave-wave interaction between these modes
(Pancheva et al., 2000, 2002; Pancheva and Mitchell, 2004;
Pancheva, 2006).

Teitelbaum and Vial(1991) indicates that a non-linear in-
teraction in the advection terms of the momentum and ther-
modynamic equations occurs between two “primary waves”.
The interaction generates a family of “secondary waves”, in-
cluding one wave with a frequency, wave number and phase
which is the sum of the frequencies, wave number and phase
of the primary waves, and hence is called the “sum wave”;
and another wave whose parameters are the difference of
these values, and so is called the “difference wave”. These
secondary waves may then beat with the primary waves and
modulate the amplitude of the shorter period primary wave at
the period of the longer period primary wave. In the case of
such a non-linear coupling between primary waves that are
a planetary wave and a tide, the result is a periodic modu-
lation of the amplitude of the tide at the period of the plan-
etary wave. In addition the theory discussed inTeitelbaum
and Vial(1991) suggests that an observation which includes
the two primary waves associated with a nonlinear interac-
tion can only occur in the region where the interaction takes
place. Thus, this suggests that a localized nonlinear interac-
tion between the two-day wave and semi-diurnal wave may
be observed in this case. Simple Fourier analysis around this
region displays peaks close to the beat frequencies between
the two primary waves (the sum and difference of the fre-
quencies of the two primary waves) whichTeitelbaum and
Vial (1991) identify as a necessary condition for this type
of nonlinear interaction to be identified (not shown). How-
ever,Riggin et al.(2003) indicated that refractive effects may
also be relevant to the modulation of semi-diurnal tidal am-
plitudes at planetary wave periods and thus it is not possible
to unambiguously identify this event as a non-linear wave-
wave interaction.
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To examine the amplitude modulation identified in Fig.5
in an alternative manner, Fig.6a displays a skeleton diagram
of the Hilbert-Huang spectrum (see Sect.2 and references in
Huang and Shen, 2005, for details). It should be noted that
the skeleton diagram is generally the most desirable form of
presentation because in this manner the instantaneous period
and energy variations associated with individual IMFs as a
function of time can generally be identified. The color of
the lines in Fig.6a indicate the amplitude squared of the
mode as a function of time. The form of the line repre-
sents the variation of the instantaneous period of the IMF
as a function of time (seeHuang and Shen, 2005, for de-
tails). Figure6b displays the continuous wavelet transform
for the same dataset and is shown to aid in the interpreta-
tion of Fig. 6a. The continuous wavelet analysis presented
uses the Morlet wavelet as the “mother wavelet”, this con-
sists of a plane wave modulated by a Gaussian envelope. The
Morlet wavelet was selected because of its simplicity and re-
semblance to the modulated wave “packets” and its previ-
ous use in studies which have examined non-linear interac-
tions between waves (seePancheva et al., 2002; Pancheva
and Mitchell, 2004; Pancheva, 2006). However, it should be
borne in mind that the choice of the wavelet type imposes
biases in the analysis of the wave bursts and therefore the
magnitude of the wavelet coefficient displayed while being
related to the amplitude of the oscillation only provides a
qualitative measure. Comparison of Fig.6a with Fig.6b sug-
gests that the amplitudes obtained by the two methods at spe-
cific points in the time-period parameter space have a similar
form. However, examination of the color scales in Fig.6
shows that the color scale associated with the Continuous
wavelet transform has been selected for comparison purposes
only and does not represent a quantitative measure of the am-
plitudes of the motions unlike the Hilbert-Huang spectrum.
Comparison of Figs.6a and b also indicates that the Hilbert-
Huang spectrum shows finer time resolution than observed
in the continuous wavelet transform representation where the
time resolution at longer periods is particularly coarse. Each
colored line in the skeleton diagram (Fig.6a) relates to an in-
dividual IMF and therefore examination of an individual line
can give us an idea of the amount of amplitude and frequency
modulation on a particular mode. Thus, this representation
seems to have great potential for the examination of nonlin-
ear interactions. For example, examination of Fig.6a shows
a strong amplitude modulation close to 12 h periods around
the 11 January 2006 which was also displayed in Fig.5. This
region of amplitude modulation in the semi-diurnal tide cor-
responds to a region of strong enhancement of the amplitude
of the quasi-two-day wave, the actual instantaneous period in
this region being close to 44 h (see Fig.6a). Given that non-
linear interactions are most likely to occur between waves
with large amplitudes this is therefore a feature in the data
which might be expected. Another advantage of this tech-
nique relative to the continuous wavelet transform is that it
only displays information where it is available rather than a

smoothed representation. Thus, the likelihood of errors in in-
terpretation are reduced. Further examination of the potential
of the Hilbert-Huang spectrum for the analysis of non-linear
interactions will be the subject of future work.

4 Conclusions

This study suggests that careful application of the Empiri-
cal Mode Decomposition (EMD) technique can decompose
a time-series into physically meaningful modes. In this case,
the dominant IMFs obtained from the MF radar data are as-
sociated with a range of atmospheric waves, namely gravity
waves, tides and planetary waves. Application of the tech-
niques described inWu and Huang(2004, 2005) andCough-
lin and Tung(2004) allows us to show that the output when
the EMD technique is applied to the MF radar data is sig-
nificantly different from that which could result from white-
and red-noise processes, respectively. The combination of
the newly developed EMD algorithm with the improved MF
radar measurements means that we are able to observe grav-
ity waves for the first time.

Utilization of the EMD technique also allows us to ob-
serve an amplitude modulation of the semi-diurnal tide which
seems to be associated with the presence of the two-day
wave. This demonstrates that the technique allows us to ob-
serve non-linear interactions between waves. Examination of
the Hilbert-Huang spectrum also allows the wave-field to be
observed in an alternative form, similar to that resultant from
the continuous wavelet transform technique. However, the
fact that the basis function of EMD is data-driven and does
not need to be selected a priori is a major advantage. In addi-
tion, the skeleton diagram provides a method of presentation
which allows quantitative information on the instantaneous
period and amplitude squared to be displayed as a function
of time. Thus, it provides a novel way to view frequency
and amplitude-modulated wave phenomena and potentially
non-linear interactions. Future work will provide a more de-
tailed analysis of the potential of the EMD technique and the
Hilbert-Huang spectrum to examine non-linear wave-wave
interactions.
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